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The word *institutions* originates from the Latin verb *instituere* which means to establish, to erect, to be firm and unswerving. The etymology of the word hence testifies one of the main purposes of institutions: they are made to be solid and long lasting. It is their solidity that supports and possibly creates behavioural regularities transforming specific conducts into customary routines which facilitate social interactions.

By now a consensus has been reached on the fact that socio-economic institutions matter for economic development. Well-organised societies often prosper, whereas badly organised ones might go astray. Nonetheless, numerous empirical studies have shown that inefficient institutions have a strong tendency to persist. These instances require us to understand which factors hinder institutional change, leading to inertia and lowering the systemic development potential.

Whereas multiple studies have examined the phenomenon of change, few have focused their attention on institutional persistence. And more importantly, although most theories acknowledge that institutions are the results of individual decision-making processes, the link between human cognition, bounded rationality and institutional change remains understudied.

This thesis aimed to fill this gap and clarify the role of bounded rationality, learning, and beliefs as possible drivers of, or impediments to, institutional change. More specifically, there are two central questions which motivated this work: Do agents’ cognitive structures affect whether or not institutional change occurs and how it unfolds? Can individuals’ (in)abilities to enact change be responsible for institutional change (or the absence thereof)? The ultimate goal is to uncover the potential of self-efficacy perceptions as an explanation of institutional inertia.

To this end, I drew my analysis on three interpretative perspectives namely (i) the institutional economics principles on the importance of the rules of the game, (ii) quantitative evolutionary theories of change and learning dynamics, and (iii) the psychological investigation on self-views and their consequences on individual behaviour. I consider self-views and institutional structures as parts of causal circularity along which each element descends from the above but also, in turn, determines it. Perceptions about ourselves, as well as about the broader environment, affect our desirability of rules’ change. The rise
of behavioural economics and its emphasis on the fact that agents are not highly sophisticated information processors, represents a good timing to deepen our understanding of institutional evolution.

Given its complex nature in order to be able to shed light on different aspect of the phenomenon under scrutiny, I rely in each chapter on a different method. After a review of the fundamental literature that concerns this study in Chapter 1, Chapter 2 describes the results of a laboratory experiment whose aim is to investigate whether a relation between self-efficacy beliefs and imitation exists. I designed a lab experiment which is a modified version of the common two-armed bandit with finite time horizon. Using data from one treatment, I study individual learning patterns using reinforcement learning models. In a second treatment, subjects are grouped in groups of 4 or 5 people. I investigate how individuals learn when given the possibility to observe the actions and rewards obtained by a randomly selected group “leader” who plays before everybody else. This allowed me to study the extent to which agents rely on observational rather than individual learning and how their propensity to imitate others is mediated by self-efficacy beliefs, which I measured using a standard psychometric scale. I find that, in stable environments, higher individual self-efficacy reduces the propensity to imitate the actions taken by the leaders. This implies that if people have little faith in their capabilities, they will follow the behavioural path set by somebody else. Consequently, imitating others might stabilise institutions and delay their change.

In Chapter 2, individual self-efficacy beliefs are assumed to be static. Although this is plausible in the context of a short lab-experiment, it might be a too simplistic approximation of reality. Therefore, in Chapter 3 I report the results of a simple binary choice model with social interactions and self-reinforcing dynamics. I frame institutional change as a binary choice between an old and a new behavioural rule. Agents can choose between option B, the status quo behaviour, and option A, the innovative one. The utility each agent obtains from the options depends on the intrinsic value of each alternative as well as on the choices made by others. In each period one agent is given the opportunity to revise his choice, and he does so based on a standard discrete choice model. The probability he will best respond depends on a stochastic exogenous parameter. The probability instead that any particular agent revises his decision depends positively on how much faith he has in his abilities, i.e. on his self-confidence or self-efficacy perception. Self-efficacy is endogenous, and changes depending on the success of one’s past revision attempts. The reinforcement in self-efficacy and its effect on the probability that agents revise their state, represents the main methodological innovation of this chapter. The results show that a high heterogeneous distribution of self-efficacy beliefs within a population is likely to trig-
ger institutional inertia. Low self-efficacious people prevent high self-efficacious ones from achieving a complete behavioural shift.

Despite the more realistic assumption concerning the dynamics of self-efficacy, Chapter 3 treats the evolution of institutions in quite an abstract manner. Chapter 4 takes a step further and uses the available secondary data to empirically investigate the relation between perceptions, institutions and ultimately economic growth. In the first part of the chapter, I focus on the nexus between mental models and institutional quality. The idea that mental models affect the institutional quality is not new. Yet, few scholars have carried out an empirical estimation. I use two different proxies for mental models’ stickiness and panel data techniques to estimate their effects on institutional quality. I find that a ten percentage point decrease in mental model stickiness is associated with an improve a country’s rule of law by 0.32, possibly allowing it to move from the rule of Tunisia to the rule of law of Italy (in 2015). When controlling for country specific characteristics, this effect reduces by one order of magnitude. In the second part of the chapter, I test whether an independent effect of mental models and institutions on growth exists. Using a pooling model, I show that mental models considerably affect growth. Additionally, given the possible endogeneity problems, I use cross-sectional instrumental variables regressions and provide some weak evidence which suggests that in some cases mental models condition economic growth.

These three analyses use very different techniques, and approach the general issue from different levels, micro, meso and macro. They all, however, rest on the view that institutional change is connected to individual behaviour, and an important aspect of this connection runs through peoples’ self-efficacy, or belief that they can improve their situations through their own actions. The variety of approaches and loci of analysis have generated results that are consistent with each other, and show that a coherent, multi-level view of how institutional change operates is possible. This thesis provides one example of this, and so lays the foundation for further research into an issue that is central to economic development and prosperity for many nations today.
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CHAPTER 1

Introduction

By now, most social scientists agree on the fact that institutions are extremely important as they are crucial determinants of economic phenomena and variation in long-term economic growth [Acemoglu et al., 2001, Rodrik et al., 2004, Szirmai, 2005]. Well-organised societies prosper, whereas badly organised ones might go astray. Without money, there would be no trade. Without languages, communication would be extremely difficult. In the absence of defined property rights we would not know what is accepted to do with someone else’s property and what to expect when the bounds are overstepped. If tax systems were not formalised, contributions to the common pool of state resources would be left to one’s generosity. In a nutshell, institutions matter because they define incentives and thus condition the decisions to save, invest, innovate and adopt newly available technological artefacts.

In general, institutions should be relatively stable to facilitate the creation of order and thus promote economic development. Rule of law or any stable safeguard against predatory government behaviour, for instance, has proven beneficial for societies. Thus, its persistence is indeed an advantage rather than a problem. Nonetheless, some institutions persist over time, in spite of being no longer in line with – or conducive to – economic development. Their excessive resistance to change might reduce systemic flexibility and thus countries’ development potential. Numerous empirical studies have shown that inefficient institutions have a strong tendency to persist. Unequal gender norms [Alesina et al., 2013] or contracted crop shares [Young and Burke, 2001] exhibit long-term inertia, despite the change in laws, technologies and in the agricultural market structures. The acceptance of corruption changes rather slowly [Roland, 2008] although it is by now clear that such practice erodes public confidence and undermines fair competition.

These instances require us to understand which factors hinder institutional change, leading to inertia and lowering the systemic development potential. Generally, the lack of institutional change is explained within the path-dependence framework according to
which when a historical trajectory has been selected, simply because of increasing returns to adoption, institutions can get locked-in regardless of the advantages of the available alternatives. This theory has proven very influential but one of its specific features casts doubts on its ability to fully explain the institutional dynamics.

The path-dependence framework relies on a simple utilitarian mechanism: agents are assumed to be rational and make their decisions on the basis of simple cost-benefit analyses. When the potential benefits of institutional change outweigh its costs, then actors are likely to perpetuate the current institutional configuration. The comprehensive rationality assumption stands in stark contrast with some of the findings proposed by the psychology literature which underlines that agents are not highly sophisticated information processors. Humans are instead boundedly rational [Kahneman, 2003, Simon, 1955], their beliefs affect their choices which might ultimately depart from optimality. According to Bandura [1997], for instance, human actions are crucially determined by individual self-efficacy beliefs, i.e. the beliefs people hold on their own capabilities to produce desired effects by means of their own actions.

In spite of the robust results obtained within the psychology domain, the role that individuals’ self-perceptions and beliefs can play in the institutional change process remains understudied [Kingston and Caballero, 2009]. This represents the main gap that this thesis seeks to fill. More specifically, the ultimate objective of this thesis is to uncover the potential of self-efficacy beliefs as an explanation for institutional inertia.

This chapter elaborates on each step of general framework of the thesis. First, I review the existing definitions of institutions in the economic literature. I then focus on the theories of institutional change and persistence. I identify the research gap, spell out the methods used and lastly present the thesis outline.

1.1 Institutions: rules or equilibria

Within the institutional economics literature, two main strands of thought which hold different definitions have emerged. The first one sees institutions as rules whereas the second alternative approach sees institutions as equilibria.

The institutions-as-rules approach finds its origin in the work of North and his seminal book *Institutions, Institutional Change and Economic Performance*. North [1990] identifies institutions as the rules which guide the actions of individuals engaged in social interactions. The conception of institutions as rules is intuitive and well meets our habitual understanding of emblematic institutions: they regulate behaviour. Marriage, for instance, regulates rights and obligations of the members of the couple. Contacts enable exchange relations and regulate the commitments of the transacting parties.
1.1 Institutions: rules or equilibria

Differently from other constraints that limit human action such as the laws of physics, institutions are “humanly devised” and the reason for which these rules exist is fairly obvious. They “reduce uncertainty by providing a structure to everyday life” [North, 1990, p. 3]. Institutions guide interactions, thus when we need to greet a friend, drive a car, take a loan we have guidelines on how to execute these tasks. North [1990] includes in his definition both formal rules as laws, constitutions, contracts, and informal ones such as social and moral norms and conventions. While formal rules are designed and enforced by the state, informal ones are generally enforced by specific power groups.

Many scholars have since adopted some variants of North’s definition whilst embracing the key characteristics: institutions are man-made rules which durably affect the way in which humans interact with one another.

Simply stating a rule though is not a sufficient condition to bring out an institution. There exist many rules that are not institutions per se as they are ignored by the majority of the population. A classic example is the one of traffic lights which are considered either prescriptions, or suggestions or simple decorations in some countries. According to the institution-as-equilibria approach the key element that transforms rules into institutions and induces people to follow them relates to the existing system of beliefs and expectations.

The institutions-as-equilibria approach focuses on the concepts of behaviour and of expected behaviour rather than on the rules. In a nutshell, according the institutions-as-equilibria approach institutions are better conceived as formal and informal behavioural regularities that individuals have the incentive to follow as they represent the equilibrium solutions to coordination problems. It is the behaviour and the expected behaviour of others, rather than prescriptive rules, which induce individuals to behave (or not to behave) in a specific way [Greif and Kingston, 2011]. An institution is thus a structure which, in a precise social situation, leads individuals to regularly match their actions, creates expectations on the behaviour of others, and thus preserves itself. In fact, very often a rule of behaviour appears more attractive the higher the number of its adopters [Young, 1998b].

Within this approach scholars have defined institutions differently. Hayek [1973] and Schotter [1981] are considered the pioneers. In Hayek’s [1973] view, institutions create regular patterns of behaviour and help people forming correct expectations and thus ‘spontaneous order’. Schotter [1981] claims that agents repeatedly play certain games and develop rules of thumb, norms, conventions and institutions to interpret and frame other’s actions. Calvert [1995, p. 22] claims that “institutions is just a name we give to certain parts of certain kinds of equilibria”. Aoki [2001] defines institutions as a stable and shared system of beliefs which allows individuals to anticipate the behaviour of others in different
contingent situations. Greif [2006] sees institutions as beliefs, norms, and organisations which jointly lead to behavioural regularity. Young [1998a] maintains that institutions develop from the cumulative experience of individuals. Once individuals’ interactions weld into regular expectations and behaviours, an institution has emerged.

Despite their subtle differences, all these definitions claim that institutions are coordination devices. If agents expect that the others will choose the equilibrium behaviour, then they will be motivated to act accordingly. Expectations represent the incentive to conform and, by conforming, agents induce other agents to conform too. Thus, the institution self-sustains: it becomes widely known and gets incorporated into agents’ shared beliefs. The institutions-as-equilibria approach is able to explain why people act in accord to existing rules and why these rules emerge. People do not drive on the left or right side of the road simply because the rule in place says so, but rather because everybody does so and it is in their interest to align their behaviour to those of others if they do not want to crash.

The institutions-as-rules or equilibria approach provide a useful taxonomy to interpret and define institutions. And, as a matter of fact, the two approaches are considered by some [Guala, 2016], as complementary. But how do institutions change?

1.2 Institutional change

The different definitions of institutions also entail different views concerning institutional change.

Within the institution-as-rules approach, some authors treat institutional change as a centralised process [Libecap, 1989, Ostrom, 2005]. Rules are specified and revised either by the legislator or by any other collection of individuals which engage in collective action with the aim of capturing some benefits. According to these theories the change is the outcome of deliberate centrally driven choices. Others, instead consider that new laws or habits of thought are subject to uncoordinated selection processes. The variation in transaction costs is considered the driver of change [Williamson, 2000]. New institutional settings which are able to minimise transaction costs and align the incentives of the transacting parties will replace inefficient rules. Alternatively, Hayek [1973] postulated that institutional change happens because of a selection mechanism occurring at the group level. As more successful groups displace less successful ones, the institutions supported by the latter fade away.

Within the institutions-as-equilibria approach, institutional change is the result of a change in expectation. “A mere change in a statutory law is not an institutional change [...] unless it induces a qualitative change in the actual choices” and beliefs of people
1.3 Institutional persistence

[Aoki, 2001, p. 233]. As a consequence, if an existing equilibrium dissolves, individuals will learn that their previously adopted strategies are no longer suitable. Thus, agents will start an experimentation process which, in the long-run, will lead to a change in expectations and behaviour. Eventually, agent’s behavioural strategies and expectations will re-align and a new institutional equilibrium will be reached [Aoki, 2007]. Greif [2006] claims that individuals revise their expectation by observing each other’s actions and outcome over time. Institutional change thus depends on individual learning experiences which ultimately lead people to converge towards a new rule.

Nevertheless, there exists evidence which shows that the institutional evolution might be complex. Sometimes institutions change regularly and at a fast pace. Some Latin American and African countries have often changed their political institutions over the last century, with recurrent switches between democracy and dictatorship [Acemoglu and Robinson, 2006]. Since its independence, Uganda switched from a parliamentary to a presidential system multiple times [Acemoglu and Robinson, 2008]. The Dominican Republic had 32 different constitutions between 1844 and 2008. In other occasions instead institutions prove very enduring. In England, the Magna Carta, signed in 1215, has shaped important parts of modern English Law [Roland, 2008]. In France, in 1799 a law forbidding women to wear trousers was approved. It was only in 2010 that ten French ministers proposed to repeal it. Although nobody had followed the rule for very long time, it was recognised as invalid by means of a parliamentary act only in 2012 [Guala, 2016]. In 2008, Egypt officially banned female genital mutilations. In case of infringement, the punishment should consist of a 3 to 15 years jail sentence. Nonetheless, according to the latest statistics, 8 years after the ban was approved, 33 percent of the Egyptian girls aged 0 to 14 have undergone female genital mutilations [Unicef, 2016].

Rules like the French ban on trousers or the female genital cutting ban in Egypt naturally lead to one question: under which conditions do ineffective institutions persist?

1.3 Institutional persistence

The phenomenon of persistence of ineffective institutions is often referred to as “the persistence puzzle” [Patterson, 2010]. The puzzle emerges from the fact that as mentioned above, in order to be effective and meaningful institutions should be stable and durable, but at the same time their excessive stability hinders change and consequently their effectiveness in regulating social interactions. Several elements have been recognised as possible obstacles to the institutional change.

Those who consider institutions as rules believe that group dynamics represents the main impediment to institutional change. Ostrom [2005] states that free-riding problems
can deter the initiation of collective actions to change the rules of the game. Libecap [1989] highlights that institutional structures might be affect by the redistribution of power. All groups whose interest is guaranteed by the current institutional configuration will strenuously attempt to impede any subsequent change. According to Olson [1965], resistance to change emerges because of the divergence in the objectives of the various interest groups.

Within the institutions-as-equilibria domain instead institutional persistence is considered the result of coordination [Young, 1998b]. Failure to coordinate is inherently costly, thus the positive feedback effect between individual and group behaviour generates persistence. Additionally, inefficient institutions might persist because of the asymmetry in the power size of the transacting parties [Hwang et al., 2013] or because of some forms of “institutional complementarity”. Aoki [2001] underlines the existence of strategic connections between institutions across various domains of the economy. Institutional configurations are considered complementary when the viability of one specific institution is conditioned by the existence of others. For instance, the business model adopted by firms is strictly intertwined with the bank and insurance system in Japan [Aoki, 2001]. As each institution determines the constraints, incentives and ultimately agents’ strategies, the dynamics of one institution depends on, and is reinforced by, any existing complementary institution [Amable, 2000]. When a web of complementaries is present, change is unlikely to occur in isolation. Rather, multiple complementary institutions should synchronously change and as this might be complex, institutions might endure in the long run.

In sociology, Patterson [2010] claims that institutional persistence is the result of social learning and imitation as these mechanisms allow inter and intra-generational reproduction of behavioural rules.

But there is one explanation of institutional persistence that gained widespread consensus amongst scholars belonging to both the institutional-as-rules and institutions-as-equilibria approach. By now, many tend to identify history as the major cause of institutional resistance to change. According to North [1990, p. 98] institutions “evolve incrementally, connecting the past with the present and the future; history in consequence is largely a story of institutional evolution in which historical performance of economies can only be understood as a part of sequential study”. Aoki [2007] claims instead that the equilibrium selection strategy, and thus the resulting institution, depends on the historically accumulated know-how that individuals hold. Thus, agents play a game which is contingent to historical factors [Greif, 1993]. This implies that when societies have embarked onto certain institutional paths, any present and future outcome is dependent on previously made choices. Small, and possibly random, past events can determine present and future institutional structures.
At first, the institutional economics literature did not provide an explanation of the reasons why institutions, as biological organisms, evolve incrementally nor did it clarify why the past is so relevant to understand current institutional configurations [Gagliardi, 2008]. Given these evident gaps, the institutional economics literature endorsed the path-dependence theory, elaborated by David [1985, 1994] and Arthur [1989, 1994] to analyse technological trajectories.

The notion of path-dependence is meant to capture the way in which historically contingent events can generate self-reinforcing dynamics which might lock the economy into not necessarily efficient technological structures and pathways of development. There are three major analytical insights of the technological path-dependence theory which have helped understanding the reasons for which history deeply affects the evolution of institutions [David, 1994]. First, history shapes the formation of individual expectations which enable coordination to be achieved without centralised actions. Simply through the reinforcement of mutual expectations, accidents of history can become durable social arrangements. Second, there is a clear resemblance between institutions and the information channels through which technology diffuses: their role is to filter, compress and coordinate information helping any economic agent to take decisions. Third, drawing on a clear analogy with technological systems, institutions, in order to achieve consistency and compatibility, have to be strongly interdependent. Thus, specific historical events might lead to the adoption of one institutional rule and the effects of such decision overrun across complementary institutional domains.

The theory of path-dependence has undoubtedly filled an existing gap in the institutional economics literature. Nonetheless, several critiques have been ventured about the path-dependence framework. Martin [2010], for instance, has claimed that the fact that path-alterations are supposedly only possible as a result of unanticipated effects of external events limits the potential of the framework and reduces its evolutionary component. But the deepest critique relates to the minor role that individuals cognitive abilities play within this framework [Gagliardi, 2008].

1.4 Psychological perspective

Within the path-dependence model, the long-term reproduction of a given institutional pattern is explained with the notion of increasing returns to adoption. Any institution, once chosen, is supposed to deliver increasing benefits. Therefore, it becomes increasingly difficult to select alternative options, even if these alternative are more efficient. The path-dependence model thus relies on a simple utilitarian mechanism [Mahoney, 2000]. Agents make their decisions on the basis of a simple cost-benefit analysis. They are assumed
to be rationally able to run calculations with the clear aim to maximise some form of expected utility. Actors rationally opt for the current institutional structure because any potential benefit of transformation is outweighed by the costs.

The rationality assumption of the path-dependence model stands in contrast with some of the findings in the social psychology domain. Social psychologists have strongly highlighted that actors are not highly sophisticated information processors. Human behaviour is driven by instrumental reasons (i.e. cost-benefit calculations) as well as by non-instrumental ones. In fact, the human mind is a sense-making machine [Kahneman, 2011], its goal is to gain cognitive clarity. But clarity does not necessarily entail rationality. Humans are ‘cognitive misers’ and their actions might be result of emotions and self-views.

According to Bandura [1989] for instance, agents’ ability to make decisions and enact them on the world is crucially determined by their own self-efficacy perceptions rather than solely by their comprehensive rationality. Self-efficacy is one of the main determinants of intention and has been defined as “people’s judgments of their capabilities to organise and execute courses of action required to attain designated types of performances” [Bandura, 1986, p. 391]. Self-efficacy identifies the beliefs people hold on their own capabilities to produce desired effects by means of their own actions. Self-efficacy is not an endowed trait of personality. It rather develops over time continually integrating information from four different sources. First, self-efficacy beliefs change with the result of personal attempts to control contingencies. Second, self-efficacy beliefs change observing others and the consequences of their actions. Third, efficacy beliefs are influenced by verbal persuasion although in a less potent and enduring way than personal and vicarious experiences. Lastly, perceptions on one’s ability to control reality is affected by emotional and physiological states [Bandura, 1997]. Self-efficacy perception affects individual motivation and action [Bandura, 1989]. Specifically, self-efficacy influences goal choice (i.e. increasing the probability of choosing an arduous goal), perseverance (i.e., increasing the probability that efforts will continue to be applied despite adversities), goal revision (i.e., increasing the probability that a goal will be revised upward after successful past performance), and goal-striving behaviour (i.e., increasing the effort applied to achieve the desired objective) [Bandura, 1997].

These psychological investigations cast doubts on the validity of the comprehensive rationality assumption of the path-dependence model. As a consequence its ability to explain institutional persistence is weakened. Social psychologists in fact claim that perceptions about ourselves affect decisions-making processes and the desirability of rule changes. Thus, institutional persistence might not be the result of simple cost-benefit analyses. Institutions might persist because of some basic human cognitive needs. In
fact, no matter how defined, a consensus has been reached on the fact that institutions are the result of multiple decisions. Thus, human cognition and bounded rationality are likely to affect the evolution of institutions.

### 1.5 Knowledge gap

The link between cognition, bounded rationality and institutional change remains understudied. Kingston and Caballero [2009] in the *Journal of Institutional Economics* point out that

> while many theories incorporate some form of bounded rationality, the precise range of roles that various forms of bounded rationality can play in institutional inertia and change remains unclear. Further theoretical and empirical work is needed to clarify the role of bounded rationality, of collective and individual learning and of endogenous preferences as drivers of, or impediments to institutional change. (p. 178)

This thesis starts from these premises. Its aim is to fill this gap and, relying on a theoretical framework based on elements from psychology and institutional economics, it investigates which role bounded rationality, learning, and self-views play in the institutional evolution. More specifically, there are two central questions which motivated this work: Do agents’ cognitive structures affect whether or not institutional change occurs and how it possibly unfolds? Can individuals’ (in)abilities to enact change be responsible for institutional change (or the absence thereof)? The ultimate goal is to uncover the potential of self-efficacy perceptions as an explanation of institutional inertia.

### 1.6 Methods

Given the inherent complexity of the phenomenon under scrutiny, in each chapter of this thesis I use a different methodology. More specifically, I employ a laboratory experiment, elaborate a simple computational model and use econometric techniques. Laboratory experiments are in fact useful to assess individual-decision making processes. Mathematical models and simulations help in the development of innovative frameworks and can be used to assess the logic of their underling hypotheses. Panel data are useful to assess the evolutionary dynamics of institutions. As a whole, these distinct tools allow me to propose a broad view of the institutional evolution (or lack thereof).
1 Introduction

1.7 Thesis outline

I investigate three plausible hypotheses which are able to explain why institutions stabilise and possibly persist.

As mentioned above, institutions delineate the set of incentives that individuals have to behave in a certain way while pursuing their objectives. According to North [1994], Aoki [2007] and Patterson [2010] the rate of change of institutions depends on individual learning rates. In fact, in order for institutional change to occur, individuals should come to believe that they could achieve better outcomes under a set of alternative rules of the game and that they can effectively bring about the change they seek. People learn which is the best decision to be taken either individually, simply sampling amongst the available alternatives, or observing others. One of the most common forms of observational learning is imitation. The great majority of the economic models depict imitation as an “economizing behavior”. The standard argument in economics is that imitative behaviour occurs due to the decision maker’s desire to simultaneously enhance his or her performance and save on learning costs. Psychology provides a complementary explanation. The decisions to imitate others depend on individuals’ introspective beliefs about their own capabilities [Bandura, 1989], i.e. their own self-efficacy beliefs. According to Bandura [1997], copying the behaviour of others becomes appealing when one perceives oneself as unable to figure out how to accomplish a specific task. If the agent perceives him/herself as unable to take actions on his/her own, he/she will be more prone to rely on others’ decisions. But, imitating somebody else’s decision might delay or hinder the perceived need for a change in behaviour. And, this might mean that institutions do not wither away but rather stabilise. This argument is in line with Patterson’s [2010] idea that social learning and imitation are the most common mechanisms of institutional reproduction.

In Chapter 2, I test these hypotheses in an experimental fashion. The aim of the experiment is to investigate whether a relation between self-efficacy beliefs and imitation exists. My hypothesis is that weakly self-efficacious people, due to the low confidence in their own abilities, tend to follow the decisions taken by others. Conversely, more self-efficacious people might be less apt to follow others’ actions and thus be more inclined to act independently and seek institutional change. This experiment allows me to derive some conclusions on the pace at which institutions change.

In Chapter 2, individual self-efficacy beliefs are assumed to be static. Although, this is plausible in the context of a short lab-experiment, it might be a too simplistic approximation of reality. In fact, as mentioned above self-efficacy changes over time as a result of, among other things, personal experience. For this reason, in Chapter 3, I investigate how experience-based learning and thus the dynamics self-efficacy affects institutional
change. As mentioned above, the most widely held explanation in the literature is that institutional inertia is the result of increasing returns to conformity. In fact, widely diffused rules of behaviour are likely to attract additional adopters [Young, 1998b]. The positive externalities in adoption decisions emerge from advantages of shared behavioural expectations and thus a convergence of beliefs. In this chapter, I propose a complementary explanation. I posit that institutional inertia emerges not only as a consequence of increasing returns to conformity but also because of the way in which individual self-views evolve. If most members of the population do not believe in their abilities to change the status quo, they are more likely to unquestionably follow the standing behavioural rule.

I elaborate a simple discrete choice model with social interactions and self-reinforcing dynamics. Agents asynchronously decide between the status quo or an intrinsically more rewarding alternative. In line with the path-dependence framework, individual choices, aside from some possible mistakes, generally depend on rational calculations as well as on the peers’ effects. Differently from other standard models in the literature, I assume that whether agents revise their decision depends on how much faith they have in their own abilities to ameliorate their welfare, i.e. on their self-confidence or self-efficacy perceptions. Self-efficacy is endogenous, and increases or decreases depending on one's previous successes or failures. I compare the case in which all population members have equal chances to enact the change to the case in which only few ‘trendsetters’ seize the available opportunities and assesses whether the former affects the diffusion of the institutional innovation.

Despite the more realistic assumption concerning the dynamics of self-efficacy, Chapter 3 treats the evolution of institutions in quite an abstract manner. For this reason, in Chapter 4, I take a step further and I empirically investigate the relation between perceptions, institutions and ultimately economic growth. In the first part of the chapter, I focus on the nexus between mental models and institutional quality. Mental models can be seen as the windows or spectacles through which individuals observe reality. In fact, mental models determine which behaviour is socially plausible and acceptable in a given situation. Ajzen [2002] posits that strongly prescriptive mental models reduce people’s perceived behavioural control, i.e. one’s freedom of choice and ability to control the outcome of one’s actions. This suffocates intentions, triggers apathy and, over time, spirals into higher reluctance of changing the status quo. Therefore, one can expect that in case individuals feel that they have scarce freedom of choice and control over actions, they will not try to change the rules of the game. I bring this argument to the data and test whether mental model malleability affects institutional quality. The idea that mental models affect the institutional evolution can be traced back to Denzau and North [1994] and Mantzavinos et al. [2004]. Yet, few scholars have carried out an empirical estimation.
1 Introduction

I use two different proxies for mental models’ stickiness and panel data techniques to estimate their effects on institutional quality. I also test whether mental models and institutions exert an independent effect on growth. And, to bypass endogeneity problems, I use cross-sectional instrumental variables regressions.

Chapter 5 synthesises the key results, conveys the larger significance of this study and sheds light on the research opportunities for extending the scope of this thesis.
CHAPTER 2

Self-efficacy beliefs and imitation: a two-armed bandit experiment

Abstract

In economics imitation is often considered a behaviour driven by payoff-enhancement motives. Psychology provides a complementary explanation: imitation becomes appealing when agents have little faith in their abilities. We investigate the extent to which self-efficacy beliefs affect agents’ propensities to imitate others. We propose an experimental task, which is a modified version of the two-armed bandit. We measure participants’ self-efficacy beliefs, then study individual learning. Subsequently, we measure how individuals use the information they gather observing a randomly selected group leader. We find that, in stable environments, a 1% increase in individual self-efficacy reduces the propensity to imitate others by 3%.

1This chapter is based on Innocenti and Cowan (2016), UNU-MERIT working paper series. I would like to thank Eleonora Nillesen, Martin Strobel, Arno Riedl, Elisabet Rutstrom, Matthew Embrey and Nico Rasters for their advice. I also acknowledge the helpful comments of all the participants to the BEElab proposal meeting in Maastricht in February 2015, the ASFEE 2015 conference in Paris, the MLSE seminar in Maastricht in December 2015, the seminar at the University of Florence, IMEBESS 2016 conference in April 2016 and seminar at Nuffield college in Oxford in November 2016. This research was supported by the Institut Universitaire de France. The experiment was conducted following the peer-approved procedures established by Maastricht University’s Behavioral and Experimental Economics Laboratory (BEElab). The study was approved at a public ethics review and project proposal meeting that is mandatory for all scholars wishing to use the BEElab facilities.
2.1 Introduction

As we saw in the previous chapter, the literature is populated by a wide variety of definitions of institutions. All of these definitions concede that institutions represent the structure that regulates social interactions, they underpin (and embed) ways of thinking and acting. But how do agents get to know, within these structures, the best way to achieve their objectives? The vast majority of individual decisions occur in a routinised manner given the opportunities provided by the institutional framework in place [Nelson and Winter, 1982]. Nonetheless, sometimes in order to achieve their objectives, individuals have to behave in ways that seem contrary to the institutions that currently exist. Sometimes this simply involves a one-off violation of institutionalised norms of behaviour. Other times, though, it can involve movements towards changes in the institutions themselves.

Institutional change occurs because individuals learn that they could achieve better outcomes under alternative institutional configurations [North, 1994]. Rational choice scholars assume that agents are fully aware of their interests and objectives, and have full information about the environment. Institutional change is thus conceived as the result of a purely rational process [North, 1994].

But often individuals have incomplete information. Thus, they rely on simple trial-and-error learning in order to get to know what is the best decision to take under particular circumstances. Using the knowledge gained this way we can see individuals as updating their beliefs about different options based on their own past experiences. In addition though, learning can also occur through observing the successes and failures of others. Amongst the most common form of observational learning is imitation.\(^2\) Imitation consists in copying or mimicking the action of others. Imitation is widespread in the natural world. An animal can, for instance, avoid the costs related to sampling different feeding locations simply by imitating the actions of its conspecifics [Nicolle et al., 2011]. Humans also use imitation. For example, customer review websites and friends’ advice facilitate learning

---

\(^2\)Concepts like imitation, emulation and mimicry are highly debated in several disciplines which include neuroscience, psychology, anthropology, sociology and animal behaviour. These concepts mostly have to do with the act of copying somebody’s action or performance. They all represent forms of observational learning. Nevertheless, subtle differences exist. Mimicry is defined as imitation for its own sake. It is considered the least cognitively demanding form of imitation. Imitation is a form of match dependent behaviour which though implies that a new action is being learned by observing another subject performing it. It also requires a purpose and a means/ends structure. Emulation instead implies that the subject observes somebody acting so as to achieve a goal and tries to achieve that same goal by whatever means. Imitation focuses on the means to a “static” goal whereas emulation focuses on which goal to pursue, having less to say about the means. Refer to Hurley and Chater [2005, pp. 1-52] for a detailed review of the literature on the topic. Although in the experimental design below actions are not new to the subject and thus we are not, strictly speaking, dealing with imitation, because subjects are focussed on the means to achieving the goal, we will with some approximation use the words imitation and observational learning interchangeably.
through the positive and negative experiences of others. In all of these types of learning, which almost certainly co-exist, the learning can be about both specific actions within an institution, or actions explicitly designed to change institutions.

Theoretical and experimental work in economics depicts imitation as an “economizing behavior” [Alós-Ferrer and Schlag, 2009, Pingle and Day, 1996]. By copying others, the imitator minimises information-gathering costs, and information-processing costs. Thus, the standard argument in economics is that imitative behaviour occurs due to the decision maker’s desire to simultaneously enhance his or her performance and save on learning costs.

This study takes a different approach to observational learning, providing a new perspective on the reasons for which individuals imitate. Building on contributions from psychology and economics, instead of questioning whether social learning occurs, we develop likelihood models to study the extent to which introspective beliefs affect observational learning. More precisely this study investigates whether individual self-perceptions of incompetence and aspiration-failure, i.e. low self-efficacy beliefs, influence imitation. Thanks to the recent work of Bénabou [2015] and Bénabou and Tirole [2016], self-efficacy has gained attention in the economics literature. Yet, no study within the economics literature has tested whether low self-efficacy beliefs affect individuals’ propensity to undertake imitative behaviours.

We take some first steps to fill this gap. We use a modified version of the common two-armed bandit game with finite time horizon as the experimental setting. First in a laboratory, we measure individuals’ self-efficacy beliefs. Subsequently, agents make a series of consecutive choices from which they derive real payoffs. In a first treatment, we study individual learning patterns. In a second treatment we observe how individuals learn when observing the actions and rewards obtained by a randomly selected group “leader” who plays before everybody else. This specific frame transforms the leader into a pioneer. Our goal is to understand how people process the information acquired by observing the leader’s experience. Our hypothesis is that weakly self-efficacious people, due to the low confidence in their own abilities, use the leader as a role model and imitate his actions. Conversely, more self-efficacious people might be less apt to follow the leader’s action and thus be more inclined to act independently.

Our analysis runs along the following lines. We (i) posit that subjects employ one of a set of individual learning strategies, (ii) for each strategy we derive the conditional probability of behaviour, given the available information, (iii) use these probabilities to generate likelihoods of the laboratory data, and (iv) select the strategy that best fits the data. Once we have studied individual learning we (v) study, following the same approach, how individuals learn observing others. Lastly, (vi) we investigate whether individuals’
propensity to imitate correlates with self-efficacy beliefs. Rather than demonstrating its existence, we look for one possible cognitive reason for imitation. This is where our contribution lies. We find significant evidence to support our hypothesis: particularly in easy environmental conditions, higher self-efficacy beliefs reduce the propensity to imitate and induce higher reliance on individual learning processes. Results are inconclusive for more volatile environments.

The remainder of the chapter is organised as follows. Section 2.2 briefly reviews the literature on learning and imitation, making connections to the social psychology perspective. Section 2.3 presents the general design of our experiment. Section 2.4 presents our estimation strategy. We test our main hypothesis in section 2.5. Lastly, section 2.6 concludes and discusses the limitations of this study.

2.2 Related literature

Institutions regulate behaviour, reduce transaction costs and possibly lead to efficient outcomes. According to North [1994], the speed and direction of institutional change is a function of the individual learning rates. In ‘normal’ circumstance, individuals are assumed to make their choices and rationally seize the best available opportunities, and this will perpetuate the current institutional structure. However, it can happen that individuals come to believe that they could achieve better outcomes if the institutional structure were to change. This belief arises, clearly, from something that the individuals have learned (or believe they have learned) about the world. This learning can be ‘rational’, based on individual experience, or from observing others.

One of the best-known models of learning is the reinforcement learning model, also known as stimulus learning or rote learning. This model relies on payoff-based adaptive processes which are driven by the ‘law of effect’ [Thorndike, 1898]. Individuals are more likely to use those strategies that have resulted in greater payoffs in the past. In this model, players have limited rationality and do not need any information concerning the game being played. The payoff streams generated by past actions are the unique drivers of the learning process. This is formalised by associating to each strategy what in the literature is called prior, propensity of attraction, or attraction score. Propensities are reinforced over time using the newly obtained payoffs from playing the various strategies. Strategies are then played probabilistically, proportionally to their relative propensities. Models of this type were first used in mathematical psychology [Bush and Mosteller, 1951, 1953, Herrnstein, 1961, Luce, 1959]. With the unique exception of Cross [1973], the first applications in economics are mostly due to Arthur [1991, 1993] where he modelled learning agents in a financial market. Arthur’s model is known as the one-parameter
reinforcement learning model. In game theory, Roth and Erev [1995] and Erev and Roth [1998] modified the basic model to explain experimental evidence. Specifically they add two features to the basic model: recency and experimentation. Recency implies that recent events and experience affect future strategies to a greater extent than those of the distant past. Experimentation guarantees that players experiment with strategies that are similar to those that were successful in the past. This model has since been used in numerous experimental settings. In 2007, Erev and Roth compare the basic one-parameter with the three-parameters model and find that the latter outperforms the former.

Reinforcement learning models focus on the direct effects that obtained payoffs have on choice behaviours. These are among the most important drivers of human behavioural adjustments. Yet, as with most other animals, humans change their behavioural repertoire not only through personal experience but also by observing and possibly imitating others. Specifically, when it is possible to observe the actions and payoff obtained by someone else who is playing the same game as oneself, then following his behaviour becomes appealing. The simplest form of observational learning is mimicry: observing and mindlessly copying the actions of someone else. From the followers’ perspective, the target becomes a point of reference or focus. A slightly more sophisticated form of observational learning is the one where the imitator uses the target’s actions and their effects to gain extra information about the environment [Tomasello et al., 1987]. In this case observational and individual learning complement each other, and observational learning can in fact help confirm or disprove individual experiences [Bandura, 1989]. This behaviour allows individuals to reduce, in terms of effort and risk, the cost of individual trials and errors [Rendell et al., 2010]. It reduces the noise in the individually obtained estimates concerning the state of the world, and avoids making the same costly mistakes others have already made.

The learning literature in economics often claims that the motivation behind imitative behaviour comes from the discrepancies between one’s own payoffs and the payoffs of others, i.e. when someone is performing better than oneself. Players are assumed to imitate in order simply to enhance their performance. Most theoretical work on imitation assumes that individuals copy the action of one other player, depending on his performance [Ellison and Fudenberg, 1993, Schlag, 1998, Selten and Ostmann, 2000, Vega-Redondo, 1997]. Specifically, Vega-Redondo [1997] and Selten and Ostmann [2000] assume that people imitate the successful action carried out in the immediate previous period. More generally, Alós-Ferrer [2004] assumes that people mimic the best performing action carried out in the past that the agent can recall. As for whom to imitate, people are often thought to follow the actions of the best performing competitor [Selten and Ostmann, 2000, Vega-Redondo, 1997], or of those that are just like them but playing against different opponents [Schlag, 1998] or, if the players have some preference for conformity,
they follow the average choice of all other players [Bernheim, 1994]. The experimental literature has provided evidence that when given the opportunity to do so, individuals tend to imitate others. In general, people can either simply copy the observed behaviour or they can use this information to further their understanding of the decision-making environment. Several scholars have studied these phenomena. Huck et al. [1999] and Offerman et al. [2002] provide support for the Vega-Redondo [1997] model and both show that, in a Cournot game, when information on players’ actions and payoffs is available, players tend to simply imitate better performers and the environment becomes competitive. In psychology, as early as 1941, the work of Miller and Dollard shows agents use the actions of others as sources of information, as inputs to a causal model. They show that observational learning is not much different from reinforcement learning, the main difference being that the stimulus is the behaviour of another person rather that one’s own. This same theme has been taken up in experimental economics. Merlo and Schotter [2003] show that, in a Cournot game, observers learn better than subjects directly engaged in the task. Offerman and Sonnemans [1998] show that subjects imitated the forecasts of successful players. Apesteguia et al. [2007] show, also in a Cournot game, that agents’ propensity to imitate more successful actions is increasing in the difference between the highest payoff observed and own score. Anderson and Holt [1997], relying on the models of Banerjee [1992] and Bikhchandani et al. [1992], show that when people are able to retrieve information both personally and through the observation of others, information cascades can occur. Knowledge stops accumulating, individuals stop using private information and simply copy the behaviour of their predecessors. So summarising, in economics theoretical and experimental work on observational learning starts from the assumption that the motivating factors behind imitative behaviours are related to some form of payoff enhancement objective.

Social psychology provides a complementary explanation. In general, it is thought that individuals do not engage in imitative behaviour as a result of a mere cost-benefit analysis. Humans imitate other’s decisions and actions because of some specific cognitive needs. For instance Bandura [1989] argues that individuals’ decisions, including those to imitate someone else, depend on their introspective beliefs about their own capabilities. The latter are referred to as an agent’s beliefs in his or her own self-efficacy. These beliefs are crucial

---

3Self-efficacy is concerned with a person’s perceived capabilities to achieve some goal. Self-efficacy differs from other concepts such as self-esteem, locus of control, or outcome expectancies. In his 1997 book Bandura claims that whilst efficacy is a judgment of one’s capability, self-esteem is a judgment of self-worth. According to Bandura [1997, p. 11] “there is no fixed relationship between beliefs about one’s capabilities and whether one likes or dislikes oneself”. Even locus of control and self-efficacy are, according to Bandura [1997, p. 20], “entirely different phenomena”. Locus of control is concerned with the beliefs that behavioural outcomes depend on one’s own actions or on forces beyond personal control and “cannot by any stretch of imagination be considered the same as beliefs about whether one can produce certain actions (self-efficacy)” [Bandura, 1997, p.20]. Perceived self-efficacy is also
2.2 Related literature

for the decision to imitate others. According to Bandura [1997], copying the behaviour of others becomes more frequent than learning alone when one perceives oneself as unable to figure out how to accomplish a specific goal. If the agent perceives him/herself as unable to take actions on his/her own, he/she will be more prone to rely on others’ decisions or actions.

Although Offerman and Schotter [2009] argue that “those who feel the need to imitate must, by definition, either not be able to do all the necessary calculations” or lack the inclination to do so, the role of introspective beliefs concerning one’s capabilities as possible motives to imitate has not been explored within the economics literature. The recent contributions of Bénabou [2015] and Bénabou and Tirole [2016] have introduced the concept of self-efficacy. Together with other motivated beliefs, i.e. self-views, self-efficacy has been represented as an important element directly affecting people’s preferences and ultimately their behaviour. However, no study in economics has focused on low self-efficacy beliefs as a possible reason to learn socially rather than individually, and thus undertake imitative behaviours.

This study takes a first step to fill this gap. We propose an alternative micro foundation of imitative behaviour. In order to copy a behaviour, individuals must have some motivating factors. These factors are related to the payoff enhancement that players envision but possibly also to their own self-evaluations of their capacities. In fact, the importance given to the actions carried out by the observed subject varies depending not only on the results he/she obtains but also on observer’s self-efficacy. While non-self-efficacious individuals use the observed subject as a role model, self-efficacious people seldom substitute individual learning with imitation. If agents believe themselves to have bad memory, to be unable to maximise their reward or understand the environment, i.e. to have low self-efficacy beliefs, they might be more inclined to imitate others independently from their performance. We therefore hypothesise that self-efficacious people imitate others to a lesser extent. Although, we have a priori no reason to believe so, we test, in an experimental fashion, whether this hypothesis holds in different conditions and thus depending on the difficulty of the task at hand. We use a first treatment of our experiment to estimate the model subjects use when their learning is based solely on their own experiences.

---

4Indeed, it might be argued that the weight individuals give to the action being performed by others depend on their preference for equality as payoff differences might trigger discomfort and thus imitative behaviour. Although we do not have experimental data for this specific aspect, in our final regressions we control for leaders’ performance (i.e. score). This should take care of the eventuality that people imitate others just because they do not want their final score to be too different from that of those they observe.
Then we focus on imitation. We investigate whether self-efficacy beliefs condition the propensity to copy a randomly selected leader, using models that integrate individual and observational learning.

We opted for an experimental task which is a modified version of the common two-armed bandit problem with finite time horizon. The bandit problem takes its name from the common slot machines which can be found in casinos. In order to play, the gambler inserts a coin and pulls one of the machine’s available handles (or arms) initiating the spinning of some flywheels. When the flywheels stop, a combination is displayed and the player receives a payoff. The subsequent gamble starts from the last combination obtained, nevertheless the player can choose to pull another of the available arms. At any trial, the gambler compares the scores obtained through the chosen handles. His objective is to maximise, over a series of pulls, the expected payoff.⁵

There are several reasons for choosing this experimental task. First, this setting allows us to assess how people make repeated choices. Moreover, by using a well-studied decision environment, we can begin with good candidate individual learning models and then isolate the effects of additional social information on observational learning processes. Lastly, binary choices lie at the core of the two-armed bandit. Although Simon underlined the importance of binary choice experiments to test, for example, utility-maximising principles as early as 1959, to the best of our knowledge this is a fairly unexplored experimental task [Banks et al., 1997, Burke et al., 2010, Efferson et al., 2006, Gans et al., 2007, McElreath et al., 2008, 2005, Nicolle et al., 2011, Schlag, 1998, Vostroknutov et al., 2017].⁶ Only six studies have used this structure to investigate imitative behaviours. Schlag [1998] provides theoretical results which show that the best strategy to be played is to imitate the action of the observed individual with a probability proportional to the difference between one’s own payoff and those of others in the previous round. Vostroknutov et al. [2017] use a two-armed bandit setting to study how intelligence levels affect how people learn from others.⁷ They find that participants with high intelligence use choices of others to better

---

⁵An optimal strategy for infinite time horizon bandit problems and exponential discount rates can be found calculating the Gittins index [Gittins, 1979]. However, this strategy is not optimal in our case because our problem has a finite time horizon and the type of discounting is for us unknown.

⁶A similar task is the well-known IOWA gambling task [Bechara et al., 1997]. Participants are presented with 4 decks of cards from which they draw a card per round. Turning a card carries an immediate reward whose amount differs depending on whether decks A and B or decks C and D are chosen. Unpredictably, however, some cards also carry a penalty which is larger in decks A and B than in decks C and D. Players cannot predict when a penalty will arise in a given deck, nor can they calculate the profitability of each deck, and they are not given any information on how many cards they will be asked to choose. This game differs from the bandit games as the options available to the participants are in this case fours although the some decks share some of their characteristics. Additionally, the number of choices to be made is not known by the participants. Nonetheless, we acknowledge that modified versions of this task are not too dissimilar from our two-armed bandit task.

⁷They measure intelligence as efficient problem solving and abstract reasoning using Raven Advanced Progressive Matrices (RAPM).
understand the decisional environment. Conversely, agents who score low on the intelligence test rely on mimicry.\textsuperscript{8} This study shares with ours the interest in uncovering the mechanism motivating imitation, but whereas Vostroknutov et al. [2017] claim that this mechanism can be found in the knowledge of one's own intelligence and that of the person we are imitating, we posit that confidence in one's capacities is key. Further, we measure self-efficacy beliefs, also controlling (to some extent) for intelligence by including individuals' math skills. On the presumption that more intelligent people are likely to be more successful in controlling their environments and so are likely to feel more self-efficacious, we could loosely equate [Vostroknutov et al., 2017, 's] intelligence measure with a proxy for self-efficacy. In the Burke et al. [2010] study, students engaged in a two-armed bandit experiment while being administered an fMRI scan. Before participants made their own choice, they observed the behaviour of another player who faced the same options. They found that when participants are informed both about the option chosen and payoff obtained by a peer, they choose the higher paying option at a significantly higher rate. They also find that agents tend to mimic a peer with a higher probability when only the choices made by the peer were observable relative to the case in which both actions and payoffs were observable. Nicolle et al. [2011] use a two-armed bandit to study the relations between observational learning and optimism. As observers do not directly incur costs or benefits during the learning process, observational learning is associated with optimistic over-valuations of low-value options. Our experimental design is closer to the work of McElreath et al. [2008, 2005] who, in the anthropology domain, used two-armed bandit experiments to study social transmission of behaviour and culture. Their experimental tasks were formulated as an agricultural choice. In the first treatment, individuals had to independently decide multiple times whether to plant one of two crops, ‘wheat’ or ‘potatoes’ in different farms. Farms differed from one another due to the variability of the yield [McElreath et al., 2008, 2005]. In a subsequent treatment, prior to making his/her crop decision each participant could access information on the most recent crop choice and yield of each member of his or her group. In another treatment instead, participants were given the possibility of observing the most recent planting decision, but not yield, of one single unknown member of their group. They use this treatment to study the evolution of human cultural traditions. They find that most participants tend to stick to the same behaviour if the target subject has made the same choice. We modify their treatment set-up to assess whether self-efficacy beliefs are a good predictor of imitative behaviours.

\textsuperscript{8}Vostroknutov et al. [2017] define “simple imitation” in the way we define “mimicry”, and “sophisticated imitation” as we define “imitation”.
2.3 General design of the experiment

Our experiment consists of three parts. First, subjects answered 10 questions aiming at measuring their problem-solving abilities and math skills. We selected some questions from the standard Graduate Record Examination (GRE) test. Subjects were allowed neither calculators nor pens and paper.

Second, our subjects were presented with a questionnaire to assess their self-efficacy beliefs. This is a standard questionnaire used to rate participants’ confidence to perform certain behaviours in a set of hypothetical situations [Judge and Bono, 2001, Schwarzer et al., 1997, Schwarzer and Jerusalem, 1995]. It is not task-specific, it is rather meant to assess people’s self-perceived potential and beliefs that actions are responsible for successful outcomes. The questionnaire consists of 10 questions. Students were asked to rate the extent to which each question applied to them on a 4-points scale which ranged from “Not at all true” (1) to “Exactly true” (4). The final score for each participant was obtained summing up all questions’ scores. We treat this information as static and exogenous. We do not consider any feedback-loop between learning and self-efficacy beliefs. This seems reasonable given the short duration of the experiment.

Finally, subjects participated in the experimental game. Our game is divided into 2 treatments whose order was not randomised and which differ from one another mainly in terms of the information participants received. In treatment one, subjects sequentially chose between two alternative colours (1 and 2) for three sets of twenty rounds, thus making 60 binary choices. We will call a set of 20 rounds a sub-setting. The number of periods and sub-settings played were set to reduce the likelihood of participants growing bored and to have enough variation in the data to estimate learning patterns. To avoid people carrying their priors over sub-settings, every 20 rounds we changed the two colours between which subjects had to choose. Each sub-setting had a “preferred” colour, in the sense that it yielded a higher expected payoff. The preferred colour was set randomly at the start of the sub-setting, was the same for all subjects, and unchanged during the sub-setting. Participants were informed that there was a difference in expected payoffs to the two colours, but not what the expected payoffs were, nor which was higher. They were informed that payoffs ranged between 1 and 18 units. Subjects played by selecting one colour in each round and were paid in cash proportionally to the sum of the payoffs received. After agents selected their colour they were informed about the score received.

9In order to make sure that these questions were not too hard for undergraduate students, we ran a simple in-class pilot with 45 students. We administered the test to first year economics students enrolled in the International Economics course at Maastricht University. We checked the distribution of correct answered and fine-tuned the level of difficulty to make sure that on average people were able to answer at least 5 questions.
and reminded which colour they had chosen. Only the most recent choice and payoff were displayed. Before the first round, no information was displayed. The payoffs of both options were drawn from normal truncated distributions, with fixed mean and variance, bounded between 1 and 18.\textsuperscript{10} Thus a sub-setting can be characterised by a quadruple: \((\mu_1, \mu_2, \sigma^2_1, \sigma^2_2)\).

The mean of the more rewarding colour, for instance 1, was fixed and equal to \(\mu_1 = 13\) units, while that of the less rewarding one was \(\mu_2 = 10\) units. The variance was the same for both distributions and determined the difficulty of the decision-making environment. The three sub-settings were distinguished by their variances in the payoff distribution: \(\sigma^2_1 = \sigma^2_2 \in \{0.25, 4, 16\}\). In principle, when the variance is low it is easy to learn which is the better colour. Conversely, when the variance is very high, detecting the more rewarding colour is more difficult. Each group of subjects played in all three sub-settings, but the sequence of variance values came in random order and changed across groups.\textsuperscript{11} The reason for opting for a dynamic task is the fact that in prolonged static situations little is being learned as nothing disrupts the execution of the activity.

Treatment two of our experiment differs from treatment one in the information given to participants. As in treatment one, the experimental task consisted of a repeated binary choice. Participants had to select one of two colours for three consecutive sub-settings of twenty rounds each. Subjects were randomly assigned to a group of 4 or 5 people whose identity remained unknown. Each group had a leader who was randomly selected and faced the same environmental conditions as everybody else. Leaders played as in treatment one: they did not observe others’ behaviour, only their own choices and payoffs were shown to them, exactly as in treatment one. Non-leaders had different information. For them this treatment resembles what Bikhchandani et al. [1992] define as an “observable signals” scenario. Leaders played first. Non-leaders were immediately informed of their leader’s choice and payoff. Starting from round two onwards, non-leaders also observed the outcome of their previous personal choice as in treatment one.\textsuperscript{12} The leader is not necessarily the best performer, the most skilled or informed but simply the

\begin{itemize}
\item \textsuperscript{10}We checked that the mean and variance in the sample of payoffs were close to those of the underlying normal distribution.
\item \textsuperscript{11}The variance order was randomised at the group level. In fact, if we randomised at the individual level, patterns of imitation would have been difficult to detect in treatment 2 and the learning parameters would not have been easily compared.
\item \textsuperscript{12}As shown in the experimental instructions presented at the end of the chapter (refer to Appendix 2.9), non-leaders were communicated the following information “Every person in this experiment is now a member of a group of 4 or 5 people randomly selected from all current participants. However none of you will know who the members of your group are. Everyone belonging to the same group will make his or her decision under exactly the same conditions, so the same colour is best for each person in the group. Each group will have a leader who will operate under exactly the same conditions as all other group members. The leader has been randomly selected. You will not be able to tell who the leader is. However, you will, in each round of each sub-setting of this part, observe what your group leader has just chosen and the reward he or she has obtained from his or her choice”. As a consequence, there is
\end{itemize}
one who explores the decision environment first. We opted for this design feature because it is not our goal to make claims about leaders’ characteristics but rather about those of the followers.

As in treatment one, the payoffs were drawn from normal truncated distributions. The mean of the distribution from the most rewarding colour was set equal to 13, whilst the one for the worse option to 10. The pairs of colours between which the individuals had to make a choice changed every twenty rounds, at the end of each sub-setting. One of the two colours was always on average better than the other. The best option was randomly decided and changed every sub-setting, as were the colours. The variance of the payoff distributions, as in the previous treatment, was set to be either low, medium or high. The order was randomised across groups. Monetary rewards, proportional to the total score each subject achieved, were given at the end of the session.

The experiment was programmed in PHP and administered via computer. All instructions were displayed on the screen (refer to Appendix 2.9). One hundred and seventy five undergraduate students (74 females and 101 males) participated in all parts of this experiment. The experiment was run at the BEELab at Maastricht University. It lasted about one hour and the average payment was of 18.2 euros, including a flat-rate show-up fee of 5 euros.

2.4 Theoretical models and estimation strategy

In order to test the above mentioned predictions and study imitative behaviours more specifically, we have first to study individual learning patterns. We observed the choices made and payoffs obtained in each round by each agent in treatment one. We select three plausible individual learning models. For each of the three prior-posterior updating rules, we estimate the individual learning parameter (\( \beta \)) and select the best fitting model. Subsequently, we move to the analysis of treatment two whose goal is to understand how people filter available information concerning the behaviour of others. As we consider observational and individual learning as complements, we select two imitation models which respect this assumption. We will use the individual learning parameters that we estimated in treatment one. Using the vector of individual choices taken and reward obtained by agents in treatment two, we estimate the imitation parameters (\( \alpha \) or \( \theta \)).
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2.4.1 Choice model

In all the analysis that follows we use a standard logistic discrete choice model. The model assumes that each of the two possible strategies has a numerical evaluation, generally defined in the literature as “attraction score”, which is updated in response to experience [Camerer, 2003]. We denote the attraction score of the option $i = \{1, 2\}$ at time $t$ considering the choices made and payoffs obtained in each round as $A_{i,t}$. Thus the probability of choosing colour $i$ in round $t$ is written as:

$$
Pr(i|A_t, \Theta)_t+1 = \frac{e^{\beta A_{i,t}}}{e^{\beta A_{1,t}} + e^{\beta A_{2,t}}}
$$

(2.1)

where $\Theta$ is the set of free parameters, while $A_{1,t}$ and $A_{2,t}$ represent the “attraction scores” (see below for clarification) and more specifically the subjects’ current estimates of the mean payoff of colour 1 and 2 respectively.

The logit model initially proposed by Luce [1959], is widely used in economics. Generally, it is meant to explain how best responding individuals maximise their expected payoffs based on the distribution of scores they obtained in previous periods. The parameter $\beta$ is usually interpreted as a measure of rationality [Blume, 1995]. The larger is $\beta$, the smaller the probability that the individual will deviate from the best response. When $\beta = 0$ the agent chooses randomly between the two alternatives with probability 0.5. As $\beta$ goes to infinity, the individual never deviates from the best response and the choice is, in that sense, optimal.

In our case, $\beta$ can be interpreted as the strength of the belief concerning the estimated average reward for each colour, or differently the strength of the belief of being correct. If $\beta = 0$, the agent has little faith in his own estimation, the difference in the mean of the payoff distributions is neglected and the choice is made randomly. If $\beta$ goes to $\infty$, the agent firmly holds onto his estimates and the colour which is thought to be, on average, the most rewarding is always chosen.

2.4.2 Treatment one: Individual learning

We use data from treatment one to detect patterns of individual learning. More specifically, we are interested in uncovering the strength of individual belief of being correct when making binary choices, and in understanding how this relation changes depending on the environmental volatility.

This treatment can be considered “a black box” [Nax et al., 2016]. Players take actions and receive payoffs.\(^{13}\) No information apart from the result of the individual performance

\(^{13}\)Differently from Nax et al.’s baseline case, in our case the payoff structure does not depend on others’ choices.
Table 2.1: Theoretical models

<table>
<thead>
<tr>
<th>Model</th>
<th>Updating rule</th>
<th>Free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running Average</td>
<td>$A_{i,t} = \frac{N_{i,t-1}A_{i,t-1} + y_{i,t-1}}{N_{i,t}}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Memory Decay</td>
<td>$A_{i,t} = rA_{i,t-1} + (1 - r)y_{i,t-1}$</td>
<td>$\beta, r$</td>
</tr>
<tr>
<td>Bayesian Updating</td>
<td>$A_{i,t} = \frac{A_{i,t-1} + y_{i,t-1}}{\hat{\sigma}_{i,t-1}^2 + \frac{1}{\sigma^2}}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\sigma}<em>{i,t}^2 = \left(\frac{1}{\sigma</em>{i,t-1}^2} + \frac{1}{\sigma^2}\right)^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

is provided to the players. Consequently, learning is the result of an asocial process. We consider this treatment as the best possible background to study individual learning.

There exist several methods that individuals could use to learn about the two available options, so we fit three different and minimally parametrised learning models which are presented in Table 2.1. The key variable in all cases is the attraction score for each of the two alternatives, and we use three models of how a subject can update the attraction scores in light of experience. This selection follows the previous literature and more precisely McElreath et al. [2005]. These are widely used models in the literature, but there is no a priori reason to believe one or the other is more likely to apply given our experimental task. Thus, we examine all three as alternatives. As mentioned above the attraction scores are the estimated average reward for each of the two colours. Table 2.1 shows the three learning rules that individuals might use to update their attraction scores.

The first model reported in Table 2.1, is a standard reinforcement learning model [Camerer, 2003, ch.6] and assumes that the individual updates the expected value of the mean of the payoff distributions simply calculating an average of the observed payoffs. At every period the agent adds to his prior $A_{i,t-1}$ the new payoff he obtained ($y_{i,t-1}$) and normalises for the number of choices of kind $i$ he has made ($N_{i,t}$).

The second model, as its name expresses, updates the estimated mean attributing heterogeneous weights ($r$) to the observed payoffs. This second model contains the ‘recency’ feature that, as mentioned in the section 2.2, Erev and Roth [1998], Roth and Erev [1995] added to the standard reinforcement learning model. It is better known as an adaptive
2.4 Theoretical models and estimation strategy

expectations’ model or as a weighted running average. Thus, if \( r = 0 \) information obtained from earlier rounds is completely ignored, and the estimate is equal to the most recent payoff observation. If \( r = 1 \), the contrary applies. Lastly, under the third model, individuals estimate the distribution mean in a Bayesian fashion assuming that the long-run variance of the payoff distribution (\( \sigma^2 \)) is known. In this case, the importance of the most recent payoff obtained is a function of the estimated variance (\( \hat{\sigma}^2_{i,t} \)) and the real long-run variance (\( \sigma^2 \)). For all models analysed, when colour \( i \) is not chosen at round \( t \), its estimated payoff mean is assumed to stay equal to previously formulated attraction score (\( A_{i,t} = A_{i,t-1} \)). All models share the unknown parameter \( \beta \) which can be estimated with maximum likelihood techniques. The Memory Decay model has an additional parameter, \( r \), which needs to be estimated. Independently from the model analysed, the attraction scores are transformed into predicted choice probabilities using the standard logit model.

Estimation of the individual learning parameter \( \beta \)

The logit model described by Equation 2.1 gives the probability of observing the data conditional on the previous choices made and corresponding payoffs obtained. We can fit these models either on an individual basis — obtaining for each subject estimates for the parameters that maximise the likelihood of observing the vector of his or her choices — or across individuals, in line with McElreath et al. [2005], pooling the data together, and obtaining one value of the parameter estimate for the entire population of subjects. This is meant to provide general information on which model best fits the population-level vector of choices and thus indicate the relative proportions of strategies used by the participants’ pool.

We first fit the models on pooled data, assuming all participants use the same updating rule. This produces, for each model analysed, a negative log-likelihood of observing the true data under the assumption that the model is true: \(-\log L(D|x, \Theta)\) for model \( x \) given the set of free parameters \( \Theta \) and where \( D \) denotes the data, a matrix containing the colours chosen by all participants over the 20 periods. The likelihood is defined as:

\[
L(D|x, \Theta) = \prod_{t=1}^{20} Pr(D|A_{t-1}, \Theta)_t 
\tag{2.2}
\]

It is standard practice in likelihood estimations to take the natural log of all conditional probabilities and sum them:

\[
-\log L(D|x, \Theta) = -\sum_{t=1}^{20} \log Pr(D|A_{t-1}, \Theta)_t 
\tag{2.3}
\]

We fit each model given in Table 2.1 to the data to retrieve the values of the parameter that maximises the joint likelihood of observing the pooled data (\( \Theta \)). Parameter
Table 2.2: Goodness of fit measures: pooled data

<table>
<thead>
<tr>
<th>Variance level</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Run. Average</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-Log-Lik</td>
<td>1516.89</td>
<td>1995.33</td>
<td>2140.91</td>
</tr>
<tr>
<td>$\hat{\beta}$</td>
<td>0.63</td>
<td>0.50</td>
<td>0.49</td>
</tr>
<tr>
<td>(0.018)</td>
<td>(0.018)</td>
<td>(0.022)</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>3035.77</td>
<td>3992.67</td>
<td>4283.82</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.37</td>
<td>0.18</td>
<td>0.12</td>
</tr>
<tr>
<td>$w$</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

| **Mem. Decay** |       |        |       |
| -Log-Lik       | 1512.28 | 1852.81 | 1994.63 |
| $\hat{\beta}$ | 0.60   | 0.42   | 0.28  |
| (0.026)        | (0.018) | (0.020) |        |
| AIC            | 3028.57 | 3709.61 | 3993.27 |
| $\Delta$      | 0.38   | 0.24   | 0.18  |
| $\hat{r}$     | 0.61   | 0.26   | 0.40  |
| (0.07)         | (0.03) | (0.04) |        |
| $w$            | 0.97   | 1.00   | 1.00  |

| **Bayes**      |       |        |       |
| -Log-Lik       | 1520.69 | 2027.56 | 2237.38 |
| $\hat{\beta}$ | 0.73   | 0.54   | 0.51  |
| (0.021)        | (0.020) | (0.029) |        |
| AIC            | 3043.39 | 4057.11 | 4476.76 |
| $\Delta$      | 0.37   | 0.16   | 0.08  |
| $w$            | 0.00   | 0.00   | 0.00  |

Standard errors in parenthesis.

Estimation is done through a numerical grid search. As mentioned above, we use flat homogeneous priors. We set the initial attraction scores equal to 9.5 for both colours. This is consistent with the experiment instructions that the possible payoffs ranged between 1 and 18 and that one of the two options was on average always more rewarding than the other. For the case of the Bayesian model, whose assumption is that agents also know the long-run variance of the payoff distribution. Therefore, we set, for each sub-setting, $\sigma^2$ equal to the real variance of the payoff distribution.\(^{14}\)

We report in Table 2.2 the fits of each model on the pooled data for the three variance values. The parameter estimates are shown together with the estimators of the standard error of our parameters obtained taking the square root of the diagonal elements of the inverse of the Hessian matrix.\(^{15}\) Table 2.2 also displays some goodness of fit measurements which allow us to compare the models scrutinised (see Burnham and Anderson [1998]).

---

\(^{14}\)As it can be seen from the experimental instructions, participants were not aware of the real value of $\sigma^2$, but could have possibly figured out if they were keeping track of their payoffs.

\(^{15}\)These values are correct if the observations are independent, their number is large and the models are correct.
The Akaike Information Criterion (AIC) for model \( x \) is the natural logarithm of the likelihood of observing the data plus twice the number of free parameters \( k \) in the model (i.e. \( AIC_x = -2 \log L(D|x, \Theta) + 2k \)). There is no generally accepted threshold value for the AIC; smaller values indicate a generally better fit. In fact, the AIC provides a measure of the information lost by using model \( x \) to estimate reality. \( \Delta \) represents the predictive power of each model when compared to a random one. It is calculated as the ratio between the negative value of the log-likelihood of the model analysed, \( x \), and the log-likelihood of a model wherein individuals choose randomly \( \Delta_x = 1 - \log(L(D|x))/\log(L(D|\text{random})) \).

The value of \( \Delta \) varies between 1, when the fit of model \( x \) is perfect, and 0 when the fit is the same as the random model. This is a measure able to synthetically tell the proportion of variance in choice explained by the models, it is an analogue to the commonly used \( R^2 \).

The Akaike weights, \( w \), represent instead a way to make comparisons within a specific set of models. The weight \( (w_x) \) for model \( x \) within a set of \( n \) models (in our case 3) is calculated as follows:

\[
 w_x = \frac{\exp(-0.5(AIC_x - AIC_{\text{min}}))}{\sum_{x=1}^{n} \exp(-0.5(AIC_x - AIC_{\text{min}}))} \quad (2.4)
\]

where \( AIC_{\text{min}} \) represents the smallest AIC in the set of models considered. A possible way to interpret the Akaike weights is to think about them as the probability that a given model is correct, thus the highest value of \( w \) corresponds to the best fitting model.

The advantages of analysing the data in this way have been explained in multiple occasions [Burnham and Anderson, 1998, Gigerenzer, 2004, Gigerenzer et al., 2004] and mainly have to do with the possibility of comparing multiple competing hypotheses to explain the observed data.

By all the goodness of fit measures, Memory Decay is the best model. The AIC values for this model are the lowest regardless the higher number of free parameters. \( \Delta \) values are the highest for all variance values. Although this measure does not account for model complexity, it is able to provide a rough guide of the variance explained by this model. Moreover, the Akaike weights (\( w \)) show that the probability that people use the Memory Decay rule of updating, compared to the other available models, is approaching or equal to 1 for all variance values.

The estimates of \( \beta \) show that, for all models considered, choices become more random with the increase of the variance in the payoff distributions. This implies that the extent to which individuals believe in their estimates of the payoff means, given the scores obtained from the two colours, decreases — as demonstrated by the declining \( \beta \) — when the variance of the payoff distributions are high or the environment is highly volatile. This first result
is in line with what was found by McElreath et al. [2005]. This pattern also emerges when looking at the dynamics of the frequency of correct answers per each variance value.

Figure 2.1: Share of correct answers per round in low, medium and high variance

Figure 2.1 shows that the proportion of correct decisions at each round declines with increasing task difficulty, i.e. variance value.

The decline of β values per sub-setting is also found when analysing the ex-post elicitation of beliefs concerning the average reward of each colour. At the end of every sub-setting, participants were asked to give their best guess concerning the average reward obtained by choosing each of the colours. As can be seen from Figure 2.2, in case of low variance, the distribution of the answers is nicely peaked around the real means, indicated as a solid vertical line. Conversely, when the environmental volatility increases, some subjects have more difficulty in understanding which are the real, correct means of payoffs’ distributions.
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Table 2.2 also shows that the estimate of the $r$ parameter — the additional unknown parameter for the Memory Decay model — declines, although not monotonically, with increasing variance. In the high variance case agents pay more attention to recent events than they do in the low variance case. This shows that, contrarily to what one might think, in highly volatile environments individuals focus on recent signals and evaluate then as more valuable than past ones.

We also fit the models on an individual basis, treating the three models presented in Table 2.1 as possible alternatives to explain the choices made by each participant. This is what makes our analysis different from that of McElreath et al. [2005]. In this case, given the vector of choices made by each individual $j$ over 20 rounds ($D_j$) as well as the set of parameters to be estimated individually $\Theta_j$, the log-likelihood function for model $x$ can be written as follows:

$$\log L(D_j|x, \Theta_j) = \sum_{t=1}^{20} \log Pr(D_j|A_{j,t-1}, \Theta_j)_t$$

We estimate the individual learning parameter ($\beta$) for each model and each variance value $^{16}$, thus obtaining nine $\hat{\beta}$ per agent. In order to retrieve the values of the parameter

$^{16}$We decided to estimate the individual learning parameter for each variance value because our objective is to determine which one of three possible models best explains the choices made by each participant. But the updating model chosen might vary depending on the degree of volatility of the decisional environment.
that maximises the joint likelihood of observing each vector of individual data, we proceed numerically as we did in the pooled estimation case. We arbitrarily specify the upper bound of the grid within which search is conducted. It turns out that, in some cases, \( \hat{\beta} \) takes values equal to the upper bound of this grid search, regardless of the value of the upper bound. These values might be divergent. This problem, which emerged particularly for the Memory Decay case, could be due to the fact that \( \hat{\beta} \) is computed over only 20 rounds and thus unreliable estimates are produced. This implies that even if a true value of \( \beta \) exists, simply because of statistical variation, our estimation strategy would be unable to estimate it correctly. Thus, in order to test our estimation method, we run 20000 Montecarlo simulations. We set the true \( \beta \) and \( r \) equal to the estimates obtained fitting the Memory Decay model to the pooled data as reported in table 2.2. We use the payoff distributions used in our experiment, and create fictitious data. We then fit the same Memory Decay model to these data. We check the distribution of the estimator \( (\hat{\beta}) \); in the case of low variance in the payoff distribution, in 26 % of the cases \( \hat{\beta} \) takes extreme values, diverging from the true \( \beta \). In case of medium variance, the proportion of extreme values declines to 10%, and is 11% when payoff volatility is high (see Appendix 2.7). These proportions are in line with what we observe in our experimental data. Our estimates are divergent in 37 cases (21%) in the low variance sub-setting, in 31 cases (18%) for medium variance and in 21 (12%) cases when the payoff variance is high. This is not a new problem in this literature. The individual learning literature is well aware that in many cases the estimation method is unable to recover the true parameter values even when this is among those considered [McElreath et al., 2008]. As argued in Camerer [2003, ch.6], different studies have shown that the estimation of learning models can be disappointing if the number of possible strategies is small (e.g. 2 or 4) and the number of periods considered by the experiment is not long enough. Given these premises and the results of our simulations, we eliminate subjects whose estimated \( \beta \) took on extreme values, and perform our individual learning analysis with a reduced sample size. ¹⁷

A simple count shows that the Memory Decay represents the most frequently used updating rule. As shown in Table 2.3 this applies to over 68% of individuals in case of low variance, 83% in medium variance and 66% in the high variance case. Bayesian updaters

¹⁷We carefully checked the choices made by those individuals whose individual \( \beta \) values are extreme. Amongst the excluded subjects, the proportion of those never changing colour is 37% (14 out of 37 individuals) in case of low, 22% (7 out of 31 individuals) in medium and 33% (7 out of 21 individuals) in high variance. The proportion of those instead that experiment less than 3 times corresponds to 64% in low, 67% in medium, 71% in high variance respectively. On average in low variance, the excluded people switched colours 2.67 times, while the remaining individuals experimented on average 4.9 times. In medium variance, the average number of changes for the excluded group is 2.61 versus 6.75 for all others. In highly volatile environments, while the average experimentation for the excluded group is 2.76, the rest of the group switched colour on average 7.55 times.
represent 24% of the sample population in low variance, 3% in medium variance and 20% in volatile environments.

Table 2.3: Number of individuals using the different models

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Running avg.</td>
<td>9</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Mem. Decay</td>
<td>95</td>
<td>120</td>
<td>102</td>
</tr>
<tr>
<td>Bayesian Updating</td>
<td>34</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>138</td>
<td>144</td>
<td>154</td>
</tr>
</tbody>
</table>

This result points to a wide usage of the Memory Decay updating rule among our agents. As a robustness check, in Table 2.4 we show the correlations of individual estimates of \( \beta \) across models, once those individuals whose \( \beta \) took on extreme values were excluded from the sample. The correlations are high for all variance values. More precisely, the individual estimates of \( \beta \) obtained fitting the Memory Decay model are highly correlated with the estimates obtained fitting the other two candidate models. In both the low and medium variance cases the correlation coefficients are significantly around 70%. In the high variance case, the correlation coefficients decline but remain above 50%.

Table 2.4: Correlation Individual \( \beta \) across models by variance value - excluding extreme \( \beta \) values

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Run.Avg.</td>
<td>0.75***</td>
<td>0.70***</td>
<td></td>
</tr>
<tr>
<td>Mem. Dec.</td>
<td>0.93***</td>
<td>0.69***</td>
<td>0.90***</td>
</tr>
<tr>
<td>Bayes</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a robustness check we also repeated this same exercise while considering all individual \( \beta \) values, including the most extreme ones. We report these results in table 2.5.

Table 2.5: Correlation Individual \( \beta \) across models by variance value - including extreme \( \beta \) values

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Run.Avg.</td>
<td>0.70***</td>
<td>0.76***</td>
<td>0.72***</td>
</tr>
<tr>
<td>Mem. Dec.</td>
<td>0.95***</td>
<td>0.62***</td>
<td>0.93***</td>
</tr>
<tr>
<td>Bayes</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We also analysed within model correlation coefficients. In Table 2.6 we report the results obtained after the extreme \( \beta \) values have been excluded. In Table 2.7 instead, as a robustness check, we report within model correlation coefficients when the entire sample is considered. The tables show that the individual learning parameter \( \beta \) varies with the
variance of the payoff distributions. Thus, we continue our analysis for the three levels of environmental volatility.

Table 2.6: Correlation Individual $\beta$ within models by variance value - excluding extreme $\beta$ values

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Var.</td>
<td>0.10</td>
<td>-0.06</td>
</tr>
<tr>
<td>Med. Var.</td>
<td>0.07</td>
<td>0.24***</td>
</tr>
</tbody>
</table>

Table 2.7: Correlation Individual $\beta$ within models by variance value - including extreme $\beta$ values

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Var.</td>
<td>0.18**</td>
<td>0.26***</td>
</tr>
<tr>
<td>Med. Var.</td>
<td>0.19**</td>
<td>0.28***</td>
</tr>
</tbody>
</table>

Given the simple count reported in Table 2.3 as well as the high correlation coefficients across estimated $\beta$, the Memory Decay model seems to have a clear advantage in predicting individual choices. Consequently we consider the individual $\hat{\beta}$ obtained by fitting this model to the data of treatment one to carry the rest of our analysis.\(^{18}\)

### 2.4.3 Treatment two: Imitation

The goal of the second treatment is to understand whether and how people use newly available information concerning the choices and results obtained by a random group leader. As in the previous treatment we investigate which of the candidate models of imitation best predicts the decisional behaviours of our subjects.

This treatment can be considered an “observable signals scenario” [Bikhchandani et al., 1992]. A leader plays before everybody else, and his or her actions and payoffs are observed by his or her group members from round one onwards. Agents take action after the leader, and from round two on they are also presented their own choice and outcome from the previous round.\(^{19}\)

As shown in Table 2.8, we restrict our analysis to two models of social learning. Both models are very simple and share two characteristics. Each player acts after the leader

\(^{18}\)As a robustness check (not shown) we also carried our analysis with the individual $\hat{\beta}$s obtained by fitting the first model presented in Table 2.1 to the data. We observed that the general results do not change.

\(^{19}\)The leader sees only his or her own actions and payoffs.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Updating rule</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nested model</td>
<td>( Pr(i</td>
<td>A_{t-1}, \Theta)<em>t \propto (1-\alpha)L</em>{i,t} + \alpha X_{i,t} )</td>
</tr>
<tr>
<td>Additive model</td>
<td>( A'<em>i = (1-\theta)A</em>{j,t-1} + \theta y_{i,t} )</td>
<td>( \theta )</td>
</tr>
<tr>
<td></td>
<td>( Pr(i</td>
<td>A, \Theta)_t = \frac{e^{\beta A'_i}}{Z} )</td>
</tr>
<tr>
<td></td>
<td>( A_{i,t} = rA'<em>i + (1-r)y^j</em>{i,t} )</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.8: Theoretical models

has made his or her choice. This means that each group member, after his or her choices, has two observations from the same process with which to revise the means of the payoff distributions. Moreover both models assume that individuals weight the signals gained observing the leader and possibly use them to validate or invalidate private information.

First, in line with McElreath et al. [2005] this situation can be modelled using a nested probability model. The model’s name, i.e. nested probability model, recalls the terminology used in previous literature [McElreath et al., 2008, 2005] and clearly expresses the fact that we consider previously estimated probabilities and plug them into this model. Specifically, the probability of choosing colour 1 at time \( t \) is given by

\[
Pr(1|A_{t-1}, \Theta)_t \propto (1-\alpha)L_{1,t} + \alpha X_{1,t}
\]  

where \( X_{1,t} \) is an indicator variable taking the value 1 if the leader chose colour 1 at time \( t \), and is 0 otherwise. \( L_{1,t} \) is the probability that the subject would choose colour 1 at \( t \) were he playing alone, as defined in Equation 2.1. This probability is calculated in a conservative manner. We rely on our previous estimates from treatment one, using the individual estimates of \( \beta \) and \( r \) obtained by fitting the Memory Decay model to the data from treatment one. The relevant unknown parameter to be estimated in Equation 2.6 is \( \alpha \). This parameter measures the individual propensity to imitate. If \( \alpha \) is zero, the model reduces to the simple individual learning process. The agent fully relies on individual learning and any information provided by the leader’s action is dismissed. If \( \alpha \) is 1, the individual mindlessly mimics the behaviour of the target subject. Intermediate values of \( \alpha \) can be interpreted in two ways. \( \alpha \) can represent the propensity of a subject to mimic the leader, which is equivalent to ignoring his or her own information. Alternatively, equation 2.6 can represent a reduced form observational learning model, in which \( \alpha \) captures the
importance the subject puts on social observation. In either case, whether mimicry or imitation, we hypothesise that the value of \( \alpha \) will be related to a subject’s self-efficacy beliefs.

Second, imitation is modelled as an additive process according to which individuals add the information retrieved from the leader’s action to their private information. The principle here is that the quality of the information gathered from the observation of the leader is exactly the same as that of any other agent. The leader’s signal is not \textit{a priori} any better than anyone else’s. Thus, at the end of round one, group members hold two pieces of information from the same payoff distribution. The relevant unknown parameter to be estimated is, in this case, \( \theta \) which measures again the individual propensity to imitate. More precisely, \( \theta \) captures how much individuals value the experience of the leader. In this case, for estimating the parameters, the sequence we assume is the following. At the start of each round the subject has, for each colour, 1 and 2, a prior belief of the mean payoffs \( (A_1, A_2) \). The leader (identified as subject \( z \)) plays and the non-leader (identified as subject \( j \)) observes the leader’s choice. Suppose that the leader has chosen colour 1, and has obtained a corresponding payoff \( y^1_{z,t} \). According to the updating rule of Table 2.8, subject \( j \) updates his estimate of mean payoff for colour 1 to \( A'_1 \). Based on the pair \( (A'_1, A_2) \) the subject makes his choice following the standard logit model presented in Equation 2.1 and reported in Table 2.8 where \( Z = e^{\beta A'_1} + e^{\beta A_2} \). We use the previously estimated individual \( \beta \) to calculate this probability. Suppose subject \( j \) chooses colour 1. He observes the payoff he obtained \( y^1_{j,t} \) and updates his estimate of the mean payoffs to a new pair \( (A_{1,t}, A_{2,t}) \) following the Memory Decay rule (see Table 2.1). As discussed in the previous Section, statistically, the Memory Decay model works best for updating based on individual information. Thus in this step we use that rule, applying for each subject the value of Memory Decay, \( r \), fitted from the first, individual play, treatment. We assume that in period \( t = 0 \) our agents start off with flat priors (uniform on \([1,18] \)), on the unknown mean of the payoff distributions.\(^{20}\)

We fit the two models to the individual data from treatment 2 and estimate the two imitation parameters for each variance value.

First we report simple information concerning the choices made by our subjects in treatment 2.

When comparing the vector of “correct” answers that all individuals provided in treatment one, (individual play), with those of treatment 2, (play with a leader), it can be seen that on average performance increases (see Figure 2.3). The share of correct answers per round in treatment 2 is generally higher than that observed in the individual treatment.

\(^{20}\)As it can be seen from the experimental instructions (refer to Appendix 2.9) participants were in fact told that “Possible scores range from 1 to 18”.
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both in case of low and medium variance. In the high variance case, the effect of playing with a leader is unclear. Signals are mixed, and while the payoff distributions had the same moments both with and without the leader, there is no temporal pattern. This is almost certainly driven by the fact that in the high variance case, subjects were simply unable to detect which colour was superior, due to the large noise in the signals they receive. Information could not be extracted either from their own signals or from the signals given by the leader’s play.

21One might wonder whether the increase in performance might be a simple artefact of the experimental design. Specifically, it could be argued that in treatment 2, and more specifically in low volatile environments, both leaders and followers improved their ability to choose the best colour as they have already performed this task. Thus, their choices more frequently coincide. Nonetheless, we believe that the randomisation of the variance values as well as the change in the colours should deter strong learning effects and thus carrying over priors from one treatment to the other. Additionally, as shown in Figure 2.4 leaders who play on their own twice do not seem to evidently increase their performance. Indeed, simultaneous convergence towards the right colour cannot be excluded. But the evidence explored does not seem to suggest that this is due to individual learning across treatments.
2 Self-efficacy beliefs and imitation: a two-armed bandit experiment

![Comparison correct answers per round by variance: Individual and Leader treatment](image)

Figure 2.3: Comparison correct answers per round by variance: Individual and Leader treatment
2.4 Theoretical models and estimation strategy

Figure 2.4: Comparison correct answers per round by variance of leaders and observers in treatment 2
In order to gain further insights on whether the performance increase observed in Figure 2.3 is really due to social learning, in Figure 2.4 we separate leaders from non-leaders (i.e. observers) and we compare the share of correct answers for the two groups in both treatments.

Figure 2.4 clearly shows that whereas the performance of observers in treatment 2 increases visibly – especially in the low and medium variance cases – the leaders’ performance in the second treatment of the experiment, albeit a slight improvement, follows the same trend observed in treatment 1. Thus, we believe that this shows that observers have clearly improved their performance due to observational learning.

We also report, in Figure 2.5, the distribution of posterior beliefs on the means of the payoff distributions retrieved by end-of-sub-setting questionnaires. After 20 rounds, students were asked to give their best guess of the average rewards given by the 2 colours they had to choose from. The same pattern seen in Figure 2.2 is present. In a more volatile environment, fewer individuals correctly guess the real means of the payoff distributions.

---

22 We also re-estimated individual $\beta$ parameters using the participants’ choices in treatment 2. We used the same grid-search described above and ran this exercise for the first and second model presented in Table 2.1 only. We compared these values with the estimates obtained using data from treatment 1 and check for their correlation. As for the population of leaders ($n=38$), the estimated obtained using Model 1 are positively correlated but only significant for the medium variance case (the Pearson correlation coefficients are 0.22, 0.19 and 0.27 for low, medium and high variance respectively). As for non-leaders ($n=137$), the correlation coefficients obtained using the same model are also positive and significant for both low and medium variance (0.18, 0.16, 0.10 for low, medium and high variance respectively). When we consider all people ($n=175$) these coefficients are all significant and positive for all three variance values (0.19, 0.16, 0.13 for low medium and high variance). When estimating the individual learning parameter using the Memory Decay model instead we observe more or less the same pattern. The Pearson correlation coefficients for the leaders’ population are positive and significant only for the medium case (correlation coefficients are equal to 0.11, 0.34 and 0.18 for low, medium and high variance). For non-leaders these coefficients are equal to 0.17 (low), 0.25 (medium), 0.13 (high). When we consider the entire subject pool we obtain significant correlation coefficients which are equal to 0.15, 0.26 and 0.14 for low, medium and high variance respectively. The low correlation for leaders, who play the same game twice, might cast some doubts on the stability of the $\beta$ parameter per se. As a consequence, as a robustness check we re-run the entire analysis. We first re-estimated the individual learning parameter relying the vector of choices made by our participants in Treatment 2. We then use these results to re-estimate individual propensities to imitate others (i.e. the parameter $\alpha$). Lastly, we ran the main regression analysis of the paper and checked whether self-efficacy beliefs remain still a good and significant predictor of people’s propensity to imitate others. We focused only on the low variance case, and only on the Memory decay model (Model 2) but our results are in line with what is shown in table 2.9. After having excluded the leaders as well as those individuals whose $\beta$ takes on extreme values, the coefficient of log self-efficacy has the same magnitude (-3.14) and stays significant.
2.5 Results

The last step of our analysis concerns the relation between the propensity to imitate and self-efficacy perceptions. Specifically, we ask whether self-efficacious people ‘imitate’ a peer and how this changes depending on environmental conditions. As mentioned in Section 2.2, drawing on the psychology literature, one would expect a negative relation between propensity to imitate and self-efficacy beliefs.

In Table 2.9, we report the results of our preferred OLS regressions. Our dependent variable, i.e. the logarithm of \( \theta \) or \( \alpha \), captures individuals’ propensity to imitate, or the weight subjects give to leaders’ actions in making their own choices. The logarithm of the results of the self-efficacy questionnaires represent our main regressor. We include two controls. The first is math ability. If a problem-solving environment is difficult for a subject, we might expect a higher reliance on a leader for information and learning. This would be in line with the work of Vostroknutov et al. [2017] according to which individuals rely on simple or sophisticated imitation depending on their intelligence. Therefore, to control for subjects’ ability to solve the problems implicit in the experimental environment, we used the scores they achieved on the math test we administered. Second, one might argue that copying the leader’s action would be more likely if the leader is achieving high payoffs. This is a standard argument within the literature. For this reason, we control for the score obtained by the group leader.
In this regression analysis we excluded the 38 leaders (since they are playing individually and have no leader to follow or not) and those whose $\beta$ estimates were at the extreme values, as discussed in Section 2.4.2. \(^{23}\) Thus, the sample size reduces to 109, 113 or 122 people depending on the variance value.

\(^{23}\)In some cases, the individuals whose $\beta$ values took on extreme values are also leaders in treatment 2.
## 2.5 Results

Table 2.9: Regression table

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>log(θ)</th>
<th>log(θ)</th>
<th>log(θ)</th>
<th>log(α)</th>
<th>log(α)</th>
<th>log(α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>8.86 (4.39)*</td>
<td>9.22 (4.56)*</td>
<td>-233.84 (67.61)***</td>
<td>6.19 (4.33)</td>
<td>6.66 (4.39)</td>
<td>-208.91 (58.52)***</td>
</tr>
<tr>
<td>log(self-eff.)</td>
<td>-3.08 (1.29)**</td>
<td>-3.24 (1.38)**</td>
<td>-3.39 (1.53)**</td>
<td>-2.57 (1.26)**</td>
<td>-2.78 (1.31)**</td>
<td>-2.91 (1.29)**</td>
</tr>
<tr>
<td>log(math)</td>
<td>0.13 (0.39)</td>
<td>0.19 (0.34)</td>
<td>43.98 (12.19)***</td>
<td>0.17 (0.35)</td>
<td>0.23 (0.35)</td>
<td>39.00 (10.63)***</td>
</tr>
<tr>
<td>log(scoreleader)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.14</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
</tr>
</tbody>
</table>

| Const           | 2.91 (5.9)  | 4.01 (6.12) | -6.10 (33.78) | -1.89 (4.99) | -0.77 (5.07) | -99.64 (27.64)*** |
| log(self-eff.)  | -1.43 (1.71)| -1.96 (1.81)| -1.98 (1.81) | -0.27 (1.45) | -0.8 (1.51) | -1.07 (1.45) |
| log(math)       | 0.47 (0.39) | 0.48 (0.39) | 0.48 (0.39) | 0.48 (0.33) | 0.44 (0.33) | 0.44 (0.33) |
| log(scoreleader) | 1.86 (6.10) | 1.86 (6.10) | 1.86 (6.10) | 1.86 (6.10) | 18.22 (5.29)*** | 18.22 (5.29)*** |
|                | 0.01         | 0.03         | 0.02         | 0.00      | 0.02      | 0.11      |
|                | 113          | 113          | 113          | 113       | 113       | 113       |

| Const           | -3.65 (4.2) | -2.84 (4.23) | -58.21 (18.70)*** | -4.67 (4.04) | -4.41 (4.01) | -29.94 (26.93) |
| log(self-eff.)  | 0.58 (1.22) | 0.15 (1.26)  | 0.26 (1.23)  | 0.62 (1.17) | 0.49 (1.18) | 0.46 (1.18) |
| log(math)       | 0.45 (0.33) | 0.30 (0.31)  | 0.30 (0.31) | 0.14 (0.32) | 0.13 (0.30) | 0.13 (0.30) |
| log(scoreleader) | 10.08 (3.33)*** | 10.08 (3.33)*** | 10.08 (3.33)*** | 10.08 (3.33)*** | 10.08 (3.33)*** | 10.08 (3.33)*** |
|                | 0           | 0           | 0           | 0        | 0        | 0.01      |
|                | 122         | 122         | 122         | 122      | 122      | 122       |

Robust standard errors in parenthesis ***p < 0.01, **p < 0.05, *p < 0.1
The results of the log-log regressions can be easily interpreted as elasticities.\textsuperscript{24} As it can be seen in the upper part of Table 2.9, a 1% increase in self-efficacy beliefs corresponds to about a 3% decrease in the propensity to imitate. This result is stable regardless of the social learning model used. Its significance is not affected when controlling for math abilities or the leader’s score. We observe that math skills seem to have no effect, suggesting that subjects were able to cope with the logic implicit in the task. Subjects were also observant enough to identify when leaders were doing well, and gave more weight to observations of leaders whose payoffs were high. Although this confirms the general claim that agents tend to imitate well-performing individuals, this does not reduce the magnitude of the coefficient for self-efficacy. It only strengthens our hypothesis. In easy environments, weakly self-efficacious individuals are more apt at following the leader’s action, independently from the leader’s score. In the medium and high variance cases instead, we cannot reject the null hypothesis. We do know that higher variance in the payoffs introduces noise in the signals received by the players, thus making the relationship between self-efficacy and propensity to imitate harder to detect. It seems there was simply too much noise in the signals for subjects to use information effectively.

2.6 Conclusions

In economics it is often assumed that individuals imitate others for purely instrumental reasons. Agents feel compelled to imitate co-players if they think they have more information or if they are able to obtain higher payoffs. The goal of this study is to go beyond pure cost-benefit analysis calculations and consider that human beings are ‘cognitive misers’ and might engage in imitative behaviours for non-instrumental reasons, such as low self-efficacy beliefs.

In the laboratory our subjects played a modified version of the two-armed bandit problem with finite time horizon. We retrieved information on their self-efficacy beliefs in order to evaluate the extent to which introspective beliefs concerning one’s abilities to understand and control external environments affect the propensity to copy a peer’s actions. To assess imitative behaviours correctly, we first studied how individuals play when alone. We modelled the binary choice problem using the standard logit model. We posit

\textsuperscript{24}The results of lin-lin, log-lin and lin-log specifications can be found in Appendix 2.8.
that as subjects gather experience or information about the options, they update their beliefs according to selected learning models. We then estimate two models of imitation. We do not consider imitation as a substitute to individual learning but rather a possible complement to it. Imitative behaviour is the joint outcome of individual learning and the opportunity to observe a peer.

Our results point to a negative relation between self-efficacy beliefs and imitative behaviours. Regardless of the model used, more self-efficacious agents seem to follow their group leader to a lesser extent. Specifically, a 1% increase in self-efficacy beliefs corresponds to about a 3% decrease in the propensity to imitate. This establishes a nexus between individuals’ introspective beliefs and the way in which agents learn when given the possibility to observe a peer’s actions and outcomes. These effects are strongest in low volatility environments, effectively disappearing when volatility gets too high. Nonetheless, taking into account human cognitive capacities seems to reveal another micro-mechanism able to explain why people imitate others.

We should mention two caveats to these results. The first is that we have taken self-efficacy as fixed over the course of the experiment. It was “measured” at the start of the experiment by a questionnaire, and assumed not to change. But in fact we know that self-efficacy can be changed by experience. Bandura himself claims that whilst self-efficacy affects behaviour and learning, learning processes feedback into self-efficacy perceptions. We have assumed that the experiment was short enough that this feedback had little effect. Second we restricted our analysis to a case in which people observe a peer and possibly imitate his action. We did not consider the effect of social interactions in the form of communication for example. We also did not allow for subjects to select the co-player to be imitated. Doing so would demand a different, and probably more complex, experimental design, but taking this into account would represent an interesting next step in formulating a model of how people decide to imitate others.

Imitation is sometimes referred to as ‘the poor man’s rationality’ [Offerman and Schotter, 2009]. Offerman and Schotter [2009] argue that in case a decision maker were fully rational and capable of effortlessly carrying out all necessary calculations, he would not feel any need to imitate anyone. Our finding strengthens this statement and sheds some light on the reason why imitation occurs. Given the design of our experiment, the leader is providing a focal point for behaviour. The mere fact that all group members see the
choice made by the leader is in itself likely to prompt compliance. But we find that, after controlling for their abilities to process simple information and the leader’s quality, self-efficacious people are less apt to follow the leader’s action, suggesting that self-efficacy acts as a motivator to act independently. This seems to suggest that in communities characterised by low volatility and where the general population has low self-efficacy beliefs, people are more inclined to follow, and to mimic the behaviour of prominent individuals regardless of the goodness of their actions. Low self-efficacy, or more generally a failure to aspire to one’s own potential, can lead to unconditional imitation, and to the perpetuation of possibly inefficient behaviours.

In order for institutional change to occur, individuals must perceive that change is possible and that they could achieve better outcomes under a set of alternative rules of the game. But this alone is not enough. People should also believe that they can effectively bring about the change they seek. This might imply departing from standing norms, past behaviour and the behaviour of their neighbours. If people have little faith in their capacities to achieve any designated goal, they will neither see nor pursue any opportunity to better their conditions. As a consequence people will tend to follow the behavioural path set by somebody else, thus conforming to the past and promoting institutional reproduction [Patterson, 2010]. In turn, institutional change depends on the existence of a sub-population that is willing to ignore the behaviour of others and ‘strike out on their own’. Whether such a population could exist, will depend, at the individual level, on whether people have beliefs in their ability to effect change, that is to say, their self-efficacy. Those with low self-efficacy beliefs will continue to imitate others, and thereby strengthen the institution, those with high-self-efficacy beliefs might be willing to depart from the others and try to create circumstances which not only better themselves, but might also open the door to institutional change.
2.7 Appendix: Monte Carlo Simulations

True beta = 0.6, True r = 0.61

Figure 2.6: Distribution $\hat{\beta}$: Monte Carlo simulations (Low Variance)

True beta = 0.42, True r = 0.26

Figure 2.7: Distribution $\hat{\beta}$: Monte Carlo simulations (Medium Variance)

True beta = 0.28, True r = 0.40

Figure 2.8: Distribution $\hat{\beta}$: Monte Carlo simulations (High Variance)
Table 2.10: Alpha Low and Medium Variance

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>α</th>
<th>α</th>
<th>α</th>
<th>log(α)</th>
<th>log(α)</th>
<th>log(α)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low Variance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Const</td>
<td>0.65 (0.2)**</td>
<td>0.64 (0.21)**</td>
<td>-6.88 (1.89)**</td>
<td>-0.14 (1.39)</td>
<td>-0.15 (1.41)</td>
<td>-39.04 (10.71)</td>
</tr>
<tr>
<td>self-eff.</td>
<td>-0.01 (0.006)**</td>
<td>-0.01 (0.006)**</td>
<td>-0.01 (0.006)**</td>
<td>-0.08 (0.04)*</td>
<td>-0.08 (0.05)*</td>
<td>-0.09 (0.06)*</td>
</tr>
<tr>
<td>math</td>
<td>0.00 (0.01)</td>
<td>0.00 (0.01)</td>
<td>0.03 (0.007)**</td>
<td>0.03 (0.09)</td>
<td>0.05 (0.08)</td>
<td>0.15 (0.04)**</td>
</tr>
<tr>
<td>leaderscore</td>
<td>0.03 (0.007)**</td>
<td>0.03 (0.007)**</td>
<td>0.03 (0.007)**</td>
<td>0.03 (0.09)</td>
<td>0.05 (0.08)</td>
<td>0.15 (0.04)**</td>
</tr>
<tr>
<td>R²</td>
<td>0.03</td>
<td>0.03</td>
<td>0.20</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
</tr>
<tr>
<td>obs.</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
</tr>
<tr>
<td><strong>Medium Variance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Const</td>
<td>1.67 (0.63)**</td>
<td>1.71 (0.62)**</td>
<td>-39.67 (10.48)**</td>
<td>-2.32 (1.51)</td>
<td>-2.45 (1.49)</td>
<td>-20.37 (5.08)**</td>
</tr>
<tr>
<td>log(self-eff.)</td>
<td>-0.42 (0.18)**</td>
<td>-0.44 (0.18)**</td>
<td>-0.46 (0.17)**</td>
<td>-0.27 (1.45)</td>
<td>-0.8 (1.51)</td>
<td>-1.07 (1.35)</td>
</tr>
<tr>
<td>log(math)</td>
<td>0.01 (0.05)</td>
<td>0.03 (0.05)</td>
<td>7.5 (1.90)**</td>
<td>0.17 (0.35)</td>
<td>0.23 (0.35)</td>
<td>39.00 (10.63)**</td>
</tr>
<tr>
<td>log(leaderscore)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.04</td>
<td>0.04</td>
<td>0.20</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
</tr>
<tr>
<td>obs.</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
</tr>
</tbody>
</table>

Robust standard errors in parenthesis *** p < 0.01, ** p < 0.05, * p < 0.1
**Table 2.11: Alpha High Variance**

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>α</th>
<th>α</th>
<th>α</th>
<th>log(α)</th>
<th>log(α)</th>
<th>log(α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>0.03 (0.16)</td>
<td>0.03 (0.16)</td>
<td>-0.09 (0.62)</td>
<td>-3.27 (1.25)**</td>
<td>-3.31 (1.26)**</td>
<td>-7.96 (5.02)</td>
</tr>
<tr>
<td>self-eff.</td>
<td>0.01 (0.01)</td>
<td>0.01 (0.01)</td>
<td>0.01 (0.01)</td>
<td>0.02 (0.04)</td>
<td>0.02 (0.04)</td>
<td>0.02 (0.04)</td>
</tr>
<tr>
<td>math</td>
<td>0 (0.01)</td>
<td>0 (0.01)</td>
<td>0.03 (0.07)</td>
<td>0.03 (0.07)</td>
<td>0.03 (0.07)</td>
<td>0.03 (0.07)</td>
</tr>
<tr>
<td>leaderscore</td>
<td>0 (0.002)</td>
<td>0 (0.002)</td>
<td>0.02 (0.02)</td>
<td>0.02 (0.02)</td>
<td>0.02 (0.02)</td>
<td>0.02 (0.02)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>obs.</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
</tr>
<tr>
<td>Const</td>
<td>-0.3 (0.5)</td>
<td>-0.3 (0.51)</td>
<td>-1.01 (3.49)</td>
<td>-4.67 (4.04)</td>
<td>-4.41 (4.01)</td>
<td>-29.94 (26.93)</td>
</tr>
<tr>
<td>log(self-eff.)</td>
<td>0.15 (0.15)</td>
<td>0.14 (0.15)</td>
<td>0.14 (0.15)</td>
<td>0.62 (1.17)</td>
<td>0.49 (1.18)</td>
<td>0.46 (1.18)</td>
</tr>
<tr>
<td>log(math)</td>
<td>0 (0.04)</td>
<td>0 (0.04)</td>
<td>0.14 (0.32)</td>
<td>0.13 (0.30)</td>
<td>0.13 (0.30)</td>
<td>0.13 (0.30)</td>
</tr>
<tr>
<td>log(leaderscore)</td>
<td>0.13 (0.64)</td>
<td>0.13 (0.64)</td>
<td>0.13 (0.64)</td>
<td>4.67 (4.88)</td>
<td>4.67 (4.88)</td>
<td>4.67 (4.88)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>obs.</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
</tr>
</tbody>
</table>

Robust standard errors in parenthesis $*** p < 0.01, ** p < 0.05, * p < 0.1$
### Table 2.12: Theta Low and Medium Variance

#### Low Variance

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>$\log(\theta)$</th>
<th>$\log(\theta)$</th>
<th>$\log(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>1.21 (0.34)**</td>
<td>1.21 (0.35)**</td>
<td>-5.23 (2.90)*</td>
<td>1.41 (1.42)</td>
<td>1.39 (1.44)</td>
<td>-42.21 (12.11)***</td>
</tr>
<tr>
<td>self-eff.</td>
<td>-0.02 (0.01)**</td>
<td>-0.02 (0.01)**</td>
<td>-0.02 (0.01)**</td>
<td>-0.1 (0.05)**</td>
<td>-0.1 (0.05)**</td>
<td>-0.1 (0.05)**</td>
</tr>
<tr>
<td>math</td>
<td>0.01 (0.02)</td>
<td>0.01 (0.02)</td>
<td>0.02 (0.01)**</td>
<td>0.02 (0.1)</td>
<td>0.04 (0.1)</td>
<td>0.17 (0.05)***</td>
</tr>
<tr>
<td>leaderscore</td>
<td>0.02 (0.011)**</td>
<td>0.17 (0.05)**</td>
<td>0.08</td>
<td>0.39</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.04</td>
<td>0.04</td>
<td>0.08</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
</tr>
<tr>
<td>obs.</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
<td>109</td>
</tr>
</tbody>
</table>

#### Medium Variance

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>$\log(\theta)$</th>
<th>$\log(\theta)$</th>
<th>$\log(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>0.81 (0.36)**</td>
<td>0.79 (0.36)**</td>
<td>-0.13 (1.20)</td>
<td>-0.44 (1.69)</td>
<td>-0.57 (1.7)</td>
<td>-2.04 (6.29)</td>
</tr>
<tr>
<td>self-eff.</td>
<td>-0.01 (0.01)</td>
<td>-0.02 (0.01)</td>
<td>-0.16 (0.01)</td>
<td>-0.05 (0.05)</td>
<td>-0.07 (0.05)</td>
<td>-0.06 (0.05)</td>
</tr>
<tr>
<td>math</td>
<td>0.02 (0.02)</td>
<td>0.003 (0.00)</td>
<td>0.003 (0.00)</td>
<td>0.12 (0.09)</td>
<td>0.12 (0.09)</td>
<td>0.00 (0.02)</td>
</tr>
<tr>
<td>leaderscore</td>
<td>0.003 (0.00)</td>
<td>0.003 (0.00)</td>
<td>0.003 (0.00)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.02)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>obs.</td>
<td>113</td>
<td>113</td>
<td>113</td>
<td>113</td>
<td>113</td>
<td>113</td>
</tr>
</tbody>
</table>

Robust standard errors in parenthesis ***p < 0.01, **p < 0.05, *p < 0.1
Table 2.13: Theta High Variance

<table>
<thead>
<tr>
<th>dep. var.</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>$\theta$</th>
<th>log($\theta$)</th>
<th>log($\theta$)</th>
<th>log($\theta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>0.16 (0.3)</td>
<td>0.13 (0.3)</td>
<td>-1.23 (0.79)</td>
<td>-2.33 (1.32)*</td>
<td>-2.46 (1.33)*</td>
<td>-12.39 (3.52)***</td>
</tr>
<tr>
<td>self-eff.</td>
<td>0.01 (0.01)</td>
<td>0.01 (0.01)</td>
<td>0.01 (0.01)</td>
<td>0.02 (0.04)</td>
<td>0.01 (0.04)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td>math</td>
<td>0.02 (0.02)</td>
<td>0.02 (0.02)</td>
<td>0.02 (0.02)</td>
<td>0.1 (0.08)</td>
<td>0.05 (0.07)</td>
<td>0.04 (0.01)***</td>
</tr>
<tr>
<td>Leader score</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.04 (0.01)***</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>obs.</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
</tr>
<tr>
<td>Const</td>
<td>-0.38 (0.98)</td>
<td>-0.23 (0.99)</td>
<td>-7.91 (4.15)*</td>
<td>-3.65 (4.2)</td>
<td>-2.84 (4.23)</td>
<td>-58.21 (18.70)***</td>
</tr>
<tr>
<td>log(self-eff.)</td>
<td>0.24 (0.29)</td>
<td>0.16 (0.3)</td>
<td>0.17 (0.29)</td>
<td>0.58 (1.22)</td>
<td>0.15 (1.26)</td>
<td>0.26 (1.23)</td>
</tr>
<tr>
<td>log(math)</td>
<td>0.08 (0.07)</td>
<td>0.06 (0.06)</td>
<td>0.06 (0.06)</td>
<td>0.45 (0.33)</td>
<td>0.30 (0.31)</td>
<td>0.30 (0.31)</td>
</tr>
<tr>
<td>log(Leader score)</td>
<td>1.39 (0.73)*</td>
<td>1.39 (0.73)*</td>
<td>1.39 (0.73)*</td>
<td>10.08 (3.33)***</td>
<td>10.08 (3.33)***</td>
<td>10.08 (3.33)***</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>obs.</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
<td>122</td>
</tr>
</tbody>
</table>

Robust standard errors in parenthesis ***$p < 0.01$, **$p < 0.05$, *$p < 0.1$
2.9 Appendix: Experimental Instructions

This appendix contains all the experimental instructions for our experiment. Specifically, we report screenshots for all parts of the experiment. Payoffs, conversion rates are exactly those our participants experienced. For illustrative purposes we report, for each part, only 2 out of the 20 rounds of each sub-setting. For this reason, the total score reported on page 27 is lower than the actual final payment received by our participants. Please, note that the third part of this experiment (Part 3) is not the object of this paper. We thus omit reporting the related instructions. Before accessing the laboratory, students were reminded of the lab rules concerning phone usage and communication with the experimenter. No communication amongst subjects was allowed. Subjects could opt out of the experiment at all times.
Welcome to today's experiment.

All instructions for this experiment will appear on your screen. Please, read them carefully. Remember that you are not allowed to use the back button on your web-browser, if you do so you will exit the game. A part of the experiment requires you to wait that other participants have input their answers. Please, be patient and often refresh the page using the link provided. Moreover, please remember that at any point in time during this game, you are not allowed to use pen and paper. You are also absolutely forbidden to surf the web.

DO NOT CLICK ON QUESTIONNAIRE I UNTILL THE EXPERIMENTER SAYS SO!

[Waiting] Questionnaire I

You have 12 minutes to complete this questionnaire. There is only one correct answer for each question. After the 12 minutes the computer will automatically register your missing answers as incorrect.

[Waiting] Questionnaire II

[Waiting] Part 1

[Waiting] Part 2

[Waiting] Part 3

[Waiting] Final questionnaire
2.9 Appendix: Experimental Instructions

**QUESTIONNAIRE 1**

1. What is the average (arithmetic mean) of all the multiples of ten from 10 to 190 inclusive?
   - 30
   - 85
   - 100
   - 105
   - 110

2. If the product of 6 integers is negative, at most how many of the integers can be negative?
   - 2
   - 3
   - 4
   - 5
   - 6

3. In a sports club with 30 members, 17 play badminton and 18 play tennis and 2 do not play either.
   How many members play both badminton and tennis?
   - 7
   - 8
   - 9
   - 10
   - 11

4. A certain animal in the zoo has consumed 39 kilos of food in six days.
   If it continues to eat at the same rate, in how many more days will its total consumption be 91 kilos?
   - 12
   - 11
   - 10
   - 9
   - 8

5. In a class of 75 students 41 are taking French, 22 are taking German.
   Of the students taking French or German, 9 are taking both courses.
   How many students are not enrolled in either course?
   - 6
   - 13
   - 24
   - 33
   - 54

6. Find the value of $2x + 2y$.
   - 20
   - 16
   - 11
   - 10
   - 5

7. Andy solves problems 74 to 125 inclusive in a Math exercise.
   How many problems does he solve?
   - 53
   - 52
   - 51
   - 50
   - 49

8. 6 people meet for a business lunch.
   Each person shakes hands once with each other person present.
   How many handshakes take place?
   - 36
   - 21
   - 16
   - 15
   - 10

9. A triangle has a perimeter equal to 13.
   The two shorter sides have integer lengths equal to $x$ and $x + 1$.
   Which of the following could be the length of the other side?
   - 4
   - 6
   - 8

10. Sheila works 8 hours per day on Monday, Wednesday and Friday, and 8 hours per day on Tuesday and Thursday.
    She does not work on Saturday and Sunday.
    She earns $324 per week.
    How much does she earn in dollars per hour?
    - 11
    - 10
    - 9
    - 8
    - 7
2 Self-efficacy beliefs and imitation: a two-armed bandit experiment
Introduction to questionnaire II

You are soon to begin Questionnaire II. Please, read carefully all the statements that will appear on the next page and select the answer that best describes you. When you have finished reading these instructions and are ready to begin, click "Start" below.

Start
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2.9 Appendix: Experimental Instructions

Welcome to today’s experiment.

All instructions for this experiment will appear on your screen. Please, read them carefully. Remember that you are not allowed to use the back button on your web-browser, if you do so you will exit the game. A part of the experiment requires you to wait that other participants have input their answers. Please, be patient and often refresh the page using the link provided. Moreover, please remember that at any point in time during this game, you are not allowed to use pen and paper. You are also absolutely forbidden to surf the web.

DO NOT CLICK ON QUESTIONNAIRE I UNTIL THE EXPERIMENTER SAYS SO!

[COMPLETED] Questionnaire I
You have 12 minutes to complete this questionnaire. There is only one correct answer for each question. After the 12 minutes the computer will automatically register your missing answers as incorrect.

[COMPLETED] Questionnaire II

Part 1

[WAITING Click here to refresh the page] Part 2
[WAITING Click here to refresh the page] Part 3
[WAITING Click here to refresh the page] Final questionnaire

Select
2 Self-efficacy beliefs and imitation: a two-armed bandit experiment

Welcome to the first part of this experiment

In all 3 sub-settings of this part, you will choose between two colours. Each sub-setting contains 20 rounds and has some peculiar features. This implies that the two colours give different outcomes in each sub-setting. In any single sub-setting, one of the two colours is on average better than the other. Possible scores range from 1 to 18 and may vary from round-to-round and from person-to-person. After every choice you make, you will be informed about the score from that choice in tokens. Every decision affects how much money you will earn today.

After the 20th round of the third sub-setting, this part of the experiment will be over, and you will progress to part 2.

When you have finished reading these instructions and are ready to begin part 1, click "Continue" below. You will automatically start with the first sub-setting of part 1.

---

GAME'S GENERAL INSTRUCTION

You are soon to begin play. This game consists of 3 main parts. Each part contains three consecutive sub-settings of 20 rounds each.

Your task is to choose between two alternative colours.

Once your choice is made, we will inform you about the score from that choice in tokens. 120 tokens will correspond to 1 euro.

At the end of the experiment, the enumerator will pay you for your total reward obtained in all parts.

---
2.9 Appendix: Experimental Instructions

FIRST SUB-SETTING

1. Black or white?
   - Black
   - White

Next
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FIRST SUB-SETTING

2. In the previous round, you chose "White" and obtained 13 tokens.

Black or White?
   - Black
   - White

Next
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2. Self-efficacy beliefs and imitation: a two-armed bandit experiment

Intermezzo I

Please, fill in the following questions. When you are done, click "Next" below and you will proceed to sub-setting 2.

1. In the setting you just have finished, which colour was in your opinion more rewarding?
   - Black
   - White

2. At approximately which round did you decide that this colour was the best?
   (possible answer from 1 to 20)

3. On a scale from 1 to 5, where 5 means very difficult, how difficult was it to learn which of the two colours was more rewarding in this case?
   - 1
   - 2
   - 3
   - 4
   - 5

4. Which is your best guess of the average reward of Black in the sub-setting you have just finished?
   (enter a number between 1 and 18)

5. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Black?
   - 1
   - 2
   - 3
   - 4
   - 5

6. Which is your best guess of the average reward of White in the sub-setting you have just finished?
   (enter a number between 1 and 18)

7. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of White?
   - 1
   - 2
   - 3
   - 4
   - 5

8. On a scale from 1 to 5, where 5 means very difficult, how difficult did you find this sub-setting?
   - 1
   - 2
   - 3
   - 4
   - 5

Welcome to part one sub-setting two.
You are now facing two new colours.
2.9 Appendix: Experimental Instructions

**SECOND SUB-SETTING**

1. Red or Yellow?
   - Red
   - Yellow

---
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**SECOND SUB-SETTING**

In the previous round, you chose “Yellow” and obtained 13 tokens.

2. Red or Yellow?
   - Red
   - Yellow

---
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Intermezzo II

Please, fill in the following questions. When you are done, click “Next” below and you will proceed to sub-setting 3.

1. In the sub-setting you just have finished, which colour was in your opinion more rewarding?
   - Red
   - Yellow

2. At approximately which round did you decide that this colour was the best?
   (possible answer from 1 to 20)

3. On a scale from 1 to 5, where 5 means very difficult, how difficult was it to learn which of the two colours was more rewarding in this case?
   - 1
   - 2
   - 3
   - 4
   - 5

4. Which is your best guess of the average reward of Red in the sub-setting you have just finished?
   (enter a number between 1 and 10)

5. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Red?
   - 1
   - 2
   - 3
   - 4
   - 5

6. Which is your best guess of the average reward of Yellow in the sub-setting you have just finished?
   (enter a number between 1 and 10)

7. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Yellow?
   - 1
   - 2
   - 3
   - 4
   - 5

8. On a scale from 1 to 5, where 5 means very difficult, how difficult did you find this sub-setting?
   - 1
   - 2
   - 3
   - 4
   - 5

Welcome to part one sub-setting three.

You are now facing two new colours.
2.9 Appendix: Experimental Instructions

THIRD SUB-SETTING

1. Green or Blue?
   - Green
   - Blue
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THIRD SUB-SETTING

In the previous round, you chose "Green" and obtained 17 tokens.

2. Green or Blue?
   - Green
   - Blue
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2 Self-efficacy beliefs and imitation: a two-armed bandit experiment

Intermezzo III

Please, fill in the following questions. When you are done, click "Next" below and you will be informed about the total score you obtained in this part.

1. In the setting you just have finished, which colour was in your opinion more rewarding?
   - Green
   - Blue

2. At approximately which round did you decide that this colour was the best?
   (possible answer from 1 to 20)

3. On a scale from 1 to 5, where 5 means very difficult, how difficult was it to learn which of the two colours was more rewarding in this case?
   - 1
   - 2
   - 3
   - 4
   - 5

4. Which is your best guess of the average reward of Green in the setting you have just finished?
   (enter a number between 1 and 18)

5. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Green?
   - 1
   - 2
   - 3
   - 4
   - 5

6. Which is your best guess of the average reward of Blue in the setting you have just finished?
   (enter a number between 1 and 18)

7. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Blue?
   - 1
   - 2
   - 3
   - 4
   - 5

8. On a scale from 1 to 5, where 5 means very difficult, how difficult did you find this setting?
   - 1
   - 2
   - 3
   - 4
   - 5

Your total score for this part was: 110 tokens

Thank you.

Part 1 is over.

Clicking ‘Back’ you will now get back to the menu page and select part 2.
Welcome to today's experiment.

All instructions for this experiment will appear on your screen. Please, read them carefully. Remember that you are not allowed to use the back button on your web-browser, if you do so you will exit the game. A part of the experiment requires you to wait that other participants have input their answers. Please, be patient and often refresh the page using the link provided. Moreover, please remember that at any point in time during this game, you are not allowed to use pen and paper. You are also absolutely forbidden to surf the web.

DO NOT CLICK ON QUESTIONNAIRE I UNTIL THE EXPERIMENTER SAYS SO!

[COMPLETED] Questionnaire I
You have 12 minutes to complete this questionnaire. There is only one correct answer for each question. After the 12 minutes the computer will automatically register your missing answers as incorrect.

[COMPLETED] Questionnaire II

[COMPLETED] Part 1

Part 2

[WAITING Click here to refresh the page] Part 3

[WAITING Click here to refresh the page] Final questionnaire
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Welcome to the second part of this experiment

As in part 1, in all 3 sub-settings of this part, you will choose between two colours. Each sub-setting contains 20 rounds and has some peculiar features. This implies that the two colours give different outcomes in each sub-setting. In any single sub-setting, one of the two colours is on average better than the other. Possible scores range from 1 to 18 and may vary from round-to-round and from person-to-person. After every choice you make, you will be informed about the score from that choice in tokens. Every decision affects how much money you will earn today.

Differently from part 1, every person in this experiment is now a member of a group of four or five people randomly selected from all current participants. However, none of you will know who the members of your group are. Everyone belonging to the same group will make his or her decisions under exactly the same conditions, so the same colour is best for each person in the group.

Each group will have a leader who will operate under exactly the same conditions as all other group members. The leader has been randomly selected. You will not be able to tell who your leader is. However, you will, in each round of each sub-setting of this part, observe what your group leader has just chosen and the reward he or she obtained from his or her choice.

After the 20th round of the third sub-setting, this part of the experiment will be over, and you will progress to part 3.

When you have finished reading these instructions and are ready to begin part 2, click "Continue" below.
2.9 Appendix: Experimental Instructions

Welcome to part two sub-setting one.

As in part one, your task is to choose between two colours. You are now part of a group which is led by a leader. You will not be able to know his or her identity but in each round of this part, you will be able observe what your group leader has just chosen and the reward he or she obtained from his or her choice. Moreover, after every choice you make, you will be informed about the score from that choice in tokens.

If you have been selected as the leader, this will be made explicit to you in the next page.

When you have finished reading these instructions and are ready to begin with sub-setting one, click "Continue" below.

Continue
Leaders’ instructions and game

**FIRST SUB-SETTING**

You are the leader of a group of 4 or 5 people.

You will be the leader for the next 3 sub-settings. You will play before everyone else and you will not be able to observe anyone else’s choices. Your group members will observe your choices and your scores. In any single sub-setting, one of the two colours is on average better than the other. In all sub-settings after every choice you make, you will be informed about the score from that choice in tokens. You will now begin choosing which one of the two colours to select.

1. Orange or Purple?
   - Orange
   - Purple
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**FIRST SUB-SETTING**

In the previous round, you chose “Orange” and obtained 12 tokens.

2. Orange or Purple?
   - Orange
   - Purple
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Welcome to part two sub-setting two.
You are now going to choose between two new colours. You are still the leader of your group.
2 Self-efficacy beliefs and imitation: a two-armed bandit experiment
2.9 Appendix: Experimental Instructions

Maastricht University

Third Sub-setting

1. Brown or Turquoise?
   - Brown
   - Turquoise

Next
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---

Maastricht University

Third Sub-setting

In the previous round, you chose "Brown" and obtained 17 tokens.

2. Brown or Turquoise?
   - Brown
   - Turquoise

Next
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Non-leaders’ instructions and game
2.9 Appendix: Experimental Instructions

Second Sub-setting

Your group leader has just chosen “Grey” and he or she obtained 13 tokens.

1. Grey or Pink?
   - Grey
   - Pink

Next

Second Sub-setting

In the previous round, you chose “Pink” and obtained 10 tokens.
Your group leader has just chosen “Grey” and he or she obtained 13 tokens.

2. Grey or Pink?
   - Grey
   - Pink

Next
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2 Self-efficacy beliefs and imitation: a two-armed bandit experiment
Intermezzo questionnaire for leaders and non-leaders
Please fill in the following questions. When you are done, click "Continue" below and you will proceed to sub-setting 3.

1. In the setting you just have finished, which colour was in your opinion more rewarding?
   - Grey
   - Pink

2. At approximately which round did you decide that this colour was the best?
   (possible answer from 1 to 20)

3. On a scale from 1 to 5, where 5 means very difficult, how difficult was it to learn which of the two colours was more rewarding in this case?
   - 1
   - 2
   - 3
   - 4
   - 5

4. Which is your best guess of the average reward of Grey in the setting you have just finished?
   (enter a number between 1 and 18)

5. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Grey?
   - 1
   - 2
   - 3
   - 4
   - 5

6. Which is your best guess of the average reward of Pink in the setting you have just finished?
   (enter a number between 1 and 18)

7. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Pink?
   - 1
   - 2
   - 3
   - 4
   - 5

8. On a scale from 1 to 5, where 5 means very difficult, how difficult did you find this setting?
   - 1
   - 2
   - 3
   - 4
   - 5
Intermezzo III

Please, fill in the following questions.

When you are done, click “Next” below and you will be informed about the total score you obtained in this part.

1. In the setting you just have finished, which colour was in your opinion more rewarding?
   - Brown
   - Turquoise

2. At approximately which round did you decide that this colour was the best?
   (possible answer from 1 to 20)

3. On a scale from 1 to 5, where 5 means very difficult, how difficult was it to learn which of the two colours was more rewarding in this case?
   - 1
   - 2
   - 3
   - 4
   - 5

4. Which is your best guess of the average reward of Brown in the setting you have just finished?
   (enter a number between 1 and 18)

5. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Brown?
   - 1
   - 2
   - 3
   - 4
   - 5

6. Which is your best guess of the average reward of Turquoise in the setting you have just finished?
   (enter a number between 1 and 18)

7. On a scale from 1 to 5, where 5 means very certain, how certain were you about the reward of Turquoise?
   - 1
   - 2
   - 3
   - 4
   - 5

8. On a scale from 1 to 5, where 5 means very difficult, how difficult did you find this setting?
   - 1
   - 2
   - 3
   - 4
   - 5

Your total score for this part was: 114 tokens

Thank you.

Part 2 is over.

Clicking “Back” you will now get back to the menu page and select part 3.
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Your total score for this part was: 107 tokens
In part 1 you obtained: 106 tokens
In part 2 you obtained: 114 tokens
In part 3 you obtained: 107 tokens
Your total score is 327 tokens which corresponds to 2.70 euros. The enumerator will pay you shortly.

Thank you.
Part 3 is over.
Clicking "Back" you will get back to the menu page and select the final questionnaire.
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Appendix: Experimental Instructions

Welcome to today’s experiment.
All instructions for this experiment will appear on your screen. Please, read them carefully. Remember that you are not allowed to use the back button on your web-browser, if you do so you will exit the game. A part of the experiment requires you to wait that other participants have input their answers. Please, be patient and often refresh the page using the link prodided. Moreover, please remember that at any point in time during this game, you are not allowed to use pen and and paper. You are also absolutely forbidden to surf the web.

DO NOT CLICK ON QUESTIONNAIRE UNTILL THE EXPERIMENTER SAYS SO!

[COMPLETED] Questionnaire I
You have 12 minutes to complete this questionnaire. There is only one correct answer for each question. After the 12 minutes the computer will automatically register your missing answers as incorrect.

[COMPLETED] Questionnaire II

[COMPLETED] Part 1

[COMPLETED] Part 2

[COMPLETED] Part 3

Final questionnaire

© 2015 United Nations University UNU-MERIT & Maastricht University
Final questionnaire for leaders

1. Suppose you have to choose between:
   A: receiving X euros for sure
   B: after the flip of a fair coin receiving 100 euros if heads, and 200 euros if tails.
   What value of X makes you indifferent between the two?

2. Which is your gender?
   - Female
   - Male

3. Which is your nationality?

4. Which faculty are you enrolled in?

5. Which year are you enrolled in?
2.9 Appendix: Experimental Instructions

Final questionnaire for non-leaders

On a scale from 1 to 5, where 5 means very helpful, how helpful were your leader’s decisions to you?

1 2 3 4 5

On a scale from 1 to 5, where 5 means very often, how often did you choose what your leader had most recently chosen?

1 2 3 4 5

On a scale from 1 to 5, where 5 means very helpful, how helpful were your team members’ decisions to you?

1 2 3 4 5

On a scale from 1 to 5, where 5 means very often, how often did you choose what the majority of your team members had most recently chosen?

1 2 3 4 5

Suppose you have to choose:

A: receiving X euros for sure

B: after the flip of a fair coin receiving 100 euros if heads, and 200 euros if tails.

What value of X makes you indifferent between the two?

Which is your gender?

- Female
- Male

Which is your nationality?

Which faculty are you enrolled in?

Which year are you enrolled in?
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Thank you
Thanks for participating to this experiment today.
Please, kindly wait in front of your computer until the enumerator comes and pays you 2.70 euros.

© 2015 United Nations University UNU-MERIT & Maastricht University
CHAPTER 3

How do institutions change?
Self-efficacy Beliefs and Social Interactions

Abstract

Institutional resistance to change is usually considered the result of increasing returns to conformity. I posit that institutional inertia emerges also because most members of the population do not believe in their abilities to change the status quo and thus unquestionably follow the standing behavioural rule. I propose a simple discrete choice model with social interactions and self-reinforcing dynamics. Agents, under the influence of social interactions, asynchronously choose between two alternatives. Over time they learn about their abilities to reach higher individual welfare. Successful individuals are more likely to revise their choice. I first show that, in line with previous literature, high pressure for conformity triggers multiple equilibria. Moreover I show that, with low returns to conformity, when only few pro-active individuals defy the status quo, social innovation is less likely to occur.

1The author is grateful to Robin Cowan, Gian Italo Bischi, François Lafond, Daniel Opolot, Marco Pangallo and William Zame for their valuable comments and suggestions.
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3.1 Introduction

Institutions coordinate people’s behaviour. Money facilitates economic transactions. Languages help communication. Property rights define the limits of private property. These are a few among many others institutions which help us coordinate our actions. They emerge as a consequence of individual experimentation and mistakes [Young, 2001, 2015]. Nevertheless, sometimes, institutions support behaviours that are inferior [Belloc and Bowles, 2013]. Thus, in order to allow people to live better lives and develop their potential, institutions should change. Yet, sometimes this does not easily happen endogenously.

What accounts for the persistence of inferior institutions? Or differently, what are the obstacles for institutional innovation to occur endogenously, even if this is socially desirable?

The most widely held explanation in the literature is that institutional inertia is the result of increasing returns to institutional conformity or strategic complementarities. In fact very often a rule of behaviour appears more attractive the higher the number of its adopters [Young, 1998b]. The positive externalities in adoption decisions emerge from advantages of shared behavioural expectations and thus a convergence of beliefs. These factors add to the intrinsic utility one derives from adopting a certain behaviour and are often referred to as “network externalities” or “pressures for conformity”.

Using an evolutionary computational framework, I propose a complementary explanation. I posit that institutional inertia emerges not only as a consequence of increasing returns to conformity but also because most members of the population do not believe in their abilities to change the status quo and thus unquestionably follow the standing behavioural rule.

Over the course of their lives, individuals develop beliefs concerning their own abilities to organise their effort and achieve their desired goals. In the psychology literature, such beliefs are usually referred to as self-efficacy [Bandura, 2001], whereas within the economics literature they are generally known as self-confidence. Self-efficacy increases, if previously undertaken actions result in the outcomes one expects. If instead actions

---

2 According to Bandura [1997] confidence and self-efficacy are not necessarily the same thing. While self-efficacy refers to the judgement about one’s own ability to follow a desired course of action and achieve a specific goal, confidence refers to a one’s trust on a wider variety of personal strengths. Self-efficacy responds to the question “Can I achieve what I decide to accomplish?”, whereas confidence responds to the question “Do I feel confident about myself?”. Nonetheless, the two terms are colloquially often used interchangeably as they both manifest themselves in pro-active behaviours. Economists have mostly focused their attention on confidence and overconfidence more specifically. Overconfidence is defined as the overestimation of one’s ability, performance and likelihood of success. Overconfidence has been found to be the explanation for high and persistent entrepreneurial engagement, and high rates of corporate merger and acquisition, despite the high frequency of failures [Camerer and Lovallo, 1999, Malmendier and Tate, 2005]. Barber and Odean [1999] found that overconfidence generates excessive
generate unwanted consequences, self-efficacy decreases. As a result, experience-based learning leads to heterogeneous confidence levels across the population members. Not all members of the population are equally likely to decide to defy the current institutional rule and try out a new behaviour. Only those individuals who think they are able to master the institutional choice and increase their individual welfare, try to do so. These individuals are called trendsetters [Bicchieri, 2017]. By contrast, the rest of the population sticks with the standing practice and conforms to the behaviour it prescribes.

This paper shows that institutional inertia is the emergent outcome of individual motivated beliefs and social interactions. Its contribution is threefold. First, I contribute to the growing literature on motivated beliefs [Bénabou, 2015, Bénabou and Tirole, 2016]. Motivated beliefs are self-views. They are those beliefs that individuals hold concerning their own abilities, mental processes and future fate [Bénabou, 2015, Bénabou and Tirole, 2016]. I suggest that people’s decision to adhere to or deviate from an established behavioural rule depends on their estimation of their abilities, i.e. self-efficacy. Second, combining network externalities and subjective beliefs allows me to contribute to the literature on endogenous institutional change. Denzau and North [1994] affirmed that the evolution of institutions is tightly intertwined with the dynamics of individual beliefs and expectations. Nonetheless, few scholars have studied whether, together, individual confidence levels and increasing returns to conformity increase the likelihood of institutional persistence. Third, this paper contributes to the literature concerned with social interaction models introducing a methodological innovation. I build upon the well-established framework of Brock and Durlauf [2001a]. I propose a simple discrete choice model with social interactions and self-reinforcing dynamics.

I model a population of $N$ agents each connected to other agents. I frame the institutional change as a competition between an old and a new behavioural rule. Agents can choose between option B, the status quo behaviour, and option A, the innovative one. The utility each agent obtains from the options depends on the intrinsic value of each alternative as well as on the choices made by others. In each period one agent is given the opportunity to revise his choice, and he does so based on a standard discrete choice model. The probability he will best respond depends on a stochastic exogenous parameter. The probability that the agent revises his decision depends positively on how much faith he has in his abilities, i.e. on his self-confidence or self-efficacy perception. Self-efficacy is endogenous, and changes depending on the success of one’s past revision attempts. The reinforcement in self-efficacy and its effect on the probability that agents revise their state, represents the main methodological innovation of this paper.

stock market trading. In this paper, I will mostly rely on the concept of self-efficacy. Nonetheless, with some degree of approximation, I will use in some occasions confidence as synonym for self-efficacy.
The analysis compares the case in which all population members have equal chances to enact the change to the case in which only few individuals seize the available opportunities and assesses whether the former affects the diffusion of the institutional innovation. In line with previous literature I confirm that high pressure for conformity triggers multiple equilibria: societies possibly end up either adopting the new institution or get trapped into the *status quo*. But in case only more self-efficacious agents try to enact change, such bifurcation occurs when the probability of making mistakes is lower. Additionally I find that, for low returns to conformity, when highly confident individuals seize the opportunity to switch between alternatives, there exists higher resistance to change and lower collective welfare. The majority of the population sticks to the *status quo* behaviour and the few trendsetters are not able to accomplish a complete behavioural shift.

The rest of the paper is organised as follows. First, in section 3.2, I review the existing literature identifying the interactions amongst the concepts at stake. Second, in section 3.3, I describe the model. Third, I discuss the results in section 3.4. Lastly, section 3.5 concludes outlining possible future extensions of the model.

### 3.2 Related literature

Two elements are key in the process of institutional formation and change: social structures and agency.

Institutions emerge from the interactions amongst agents. They can be thought of as a kind of ‘grammar’ for social interactions as they define what is acceptable or not within a society or a group [Axelrod, 1986, Bicchieri, 2005]. Analogously to a grammar, institutions are not necessarily the result of human planning. They mostly emerge from individual and collective experimentation and adaption [Young, 2015]. They also exhibit a self-reinforcing dynamics. People, in fact, adhere to certain norms of behaviour if these norms make them better off, or meet their needs, but also if they expect others to adhere as well. Therefore, institutions emerge as a result of social interactions.

At the same time, the evolution of institutions is constrained by the set of ongoing relations among individuals [Hodgson, 2007], i.e. social structures. Social structures, in fact, determine the degree of behavioural interdependence. The (dis-)utility of (not) conforming to a certain rule of behaviour depends on the decisions made by members of one’s reference network. Reference networks are defined as the set of people whose judgements and expectations matter when making a particular decision [Bicchieri, 2017].

In order for endogenous institutional change to occur, the old rule of behaviour has to be disputed, and a new rule has to be tried out. This is difficult because individuals often expect to be punished for the abandonment or deviation from the norm. Nonetheless, some
individuals are more prone than others to experiment and initiate the process of change. These individuals are often referred to as trendsetters i.e. individuals who challenge the convention, try out the new behaviour and possibly catalyse the change. Although the identity of the trendsetters depends on the norm under scrutiny, it is acknowledged that they are endowed with high levels of agency and more specifically high self-efficacy [Bicchieri, 2017].

Agency is defined in sociology as an agent’s ability to make decisions and enact them in the world. Along the same lines, social cognitive theory claims that human agency enables individuals to act with the precise goal of exerting control over the quality and nature of their lives [Bandura, 2001]. Agency allows for reaction and adaptation to evolving situations, but it also leads to the creation of more conducive environments for development. The most central and pervasive mechanism affecting human agency is self-efficacy [Bandura, 1989, 2001].

Self-efficacy has been defined as the “people’s judgments of their capabilities to organise and execute courses of action required to attain designated types of performances” [Bandura, 1986, p.391]. It is the belief that one can attain the desired results and forestall detrimental ones by means of one’s actions [Bandura, 2001]. Differently said, self-efficacy identifies the level of confidence one has in one’s own abilities. Self-efficacy generally stems from the continuous integration of the results of previously undertaken actions. Repeatedly successful behaviours might trigger strong efficacy, contrarily reduced self-efficacy perceptions can be the result of failures. Trendsetters, to be willing to deviate from an established institutionalised behaviour and deal with counter-normative actions should have high self-efficacy [Bicchieri, 2017].

The economics literature has mostly focused its attention on self-confidence. Only recently [Bénabou and Tirole, 2016] have introduced self-efficacy – together with other self-views such as self-control, willpower [Bénabou and Tirole, 2004], self-disappointment [Bénabou and Tirole, 2002] – in the economics domain. They consider self-efficacy as a key self-evaluation able to affect motivation and increase the intention to perform certain behaviours. Although, [Bénabou and Tirole, 2016] underline the importance of the goal-directed nature of individual behaviour which depends specifically on self-efficacy levels, their discussion makes strong use of the concept of self-confidence.

To summarise, a closely intertwined relation between social structures, human agency, self-efficacy and institutions exists. And, in order to study endogenous institutional change such relations have to be taken into account.\(^3\) I use a model of stochastic learning

\(^3\)I indeed acknowledge that the institutional dynamics can be manipulated by lawmakers. For instance, in September 1967, traffic in Sweden switched from driving on the left-hand side of the road to the right in order to conform with the neighbouring countries. Swedish citizens were nonetheless against this. In 1955, in a national referendum 80 percent of the Swedish population opposed the driving
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dynamics with social interactions. I specifically build upon the Brock and Durlauf’s model [2001a] connecting discrete choices with interaction dynamics and self-reinforcement. This framework has been exploited by a number of authors including among others Blume [1995], Brock and Hommes [1997], Durlauf [1993]. It has been used to explain several social phenomena as for instance theory choices in science [Brock and Durlauf, 1999], job searches [Ioannides and Datcher Loury, 2004], tax evasion [Fortin et al., 2007] and technology choices [Zeppini, 2015]. Yet, it has not been used to model institutional change or the lack thereof. I maintain that this framework fits the purpose. It allows to model institutions while simultaneously considering the role of human agency and social interactions.

Methodologically, the main innovation of my model consists in introducing a self-reinforcing mechanism able to discriminate, on the basis of self-efficacy, which agents have the opportunity to revise their behaviour. To do so, I assume that the revision of one’s choice occurs in an asynchronous fashion. This modelling choice makes my model different from Zeppini’s [2015] and Brock and Hommes’s [1997] as well as from Bénabou’s [2015] and Bénabou and Tirole’s [2016]. Zeppini [2015] and Brock and Hommes [1997] model synchronous updating. Nonetheless, this might not be a good representation of how institutional change occurs. In fact, according to Streeck and Thelen [2005], institutional change is incremental. It results from the accumulation, over a long period of time, of subtle individual changes. In evolutionary theories of change, institutional mutations are the results of an individual and decentralised selection process. As a consequence, some successful rules of behaviour diffuse within the population, while unsuccessful ones die out [Kingston and Caballero, 2009]. This identifies a gradual transformation which is better represented by an asynchronous updating rule rather than a synchronous one. Bénabou [2015] and Bénabou and Tirole [2016] do not use a binary choice framework and assume instead that self-efficacy directly enters the utility function. I consider self-efficacy as external to the payoff function and only determining the probability an agent updates his choice. This is in line with Bandura’s [2001] theory in which self-efficacy is key in determining whether or not individuals engage in a certain behaviour, rather than affecting the payoff one retrieves from it. “People take action when they hold efficacy beliefs [...] that make the effort seem worthwhile. They expect given actions to produce desired outcomes and believe that they can perform those actions” [Bandura, 1997, p. 24].

change. The institutional change eventually occurred as a consequence of a top-down decision of the Swedish parliament. These types of situations are not uncommon but they are not the focus of this paper.

Zeppini’s [2015] model follows the Brock and Durlauf [2001a] model but partially departs from it in that Zeppini does not model the expectations of the dynamic variables. Agents do not choose among different predictors but rather between two options which have a different intrinsic profitability. Individuals decides on the basis of their past experience, namely given their prior knowledge concerning the diffusion of the two technologies.
3.3 The model

Consider a population of $N$ agents, members of a full network. The set of actions available to each player is $X$, $X = \{A, B\}$. Each agent can choose between A and B. Option B is the status quo behaviour whereas A is the innovative behaviour. Time periods are discrete and denoted by $t = 1, 2, 3, ..., T$. The system starts with a share $x$ of the population choosing B and the rest adopting A. The payoff agent $i$ receives in any given period $t$ from option A or B is conditional on the choices made by all other members of the population and on the intrinsic utility that one derives from the two available options. Therefore the payoffs to $i$ are:

$$u_t(B) = \lambda^B + \rho x_{t-1}$$  \hspace{1cm} (3.1)

$$u_t(A) = \lambda^A + \rho(1 - x_{t-1})$$  \hspace{1cm} (3.2)

where $\lambda^A$ and $\lambda^B$ represent the inherent values of adopting institution A and B respectively. I assume that $\lambda^A$ and $\lambda^B$ are identical across players and constant over time, i.e. there is not institutional progress. But I also assume that one institution is always intrinsically more profitable than the other (i.e. $\lambda = \lambda^A - \lambda^B \neq 0$).

Moreover, the payoffs depend on the share of the population that chooses A or B. This is a perfectly observable information. $x_{t-1}$ denotes the share of individuals who chose B at $t - 1$. By the same token, $1 - x_{t-1}$ is the proportion of population members who chose option A.

The parameter $\rho$ represents the intensity of positive externalities in agent’s decision or differently a measure of the disutility of non-conformance [Blume and Durlauf, 2003]. It is greater than 0 and is assumed to be same for both options. The quantity $\rho x_{t-1}$ (or $\rho(1 - x_{t-1})$) represents thus the self-reinforcing effect of decision externalities.

I assume that individuals, when deciding whether to switch or stick to the status quo behaviour, use a specific perturbed best response model, i.e the log-linear response model [Blume and Durlauf, 2003, 2001, Blume, 1995, Brock and Durlauf, 2001a, Young, 1998b, 2011]. This means that, when given the chance to revise, agent $i$ will choose option B with probability

---

5Externalities do not have to be positive. In some instances, social interactions could generate negative feedback, as in the case of conspicuous consumption aimed at an increase in status [Zeppini, 2015]. Nonetheless, these cases do not represent the focus of this paper.

6This model assumes that each individual experiences a random utility $\tilde{u}_{i,t} = u_{i,t} + \epsilon_{i,t}$ where $\epsilon_{i,t}$, the noise, is iid across agents and known. It has been proved that if $N$ is large and $\epsilon_{i,t}$ follows a double exponential distribution, the probability of choosing the more rewarding option converges to the one

---
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\[ Pr(x_{i,t} = B) = \frac{e^{\beta u_t(B)}}{e^{\beta u_t(A)} + e^{\beta u_t(B)}} = \frac{1}{1 + e^{\beta \Delta u_t}} \quad (3.3) \]

The log probability of choosing B minus the log probability of choosing A corresponds to \( \beta \) times the payoff difference between the two options (i.e. \( \Delta u_t = u_t(A) - u_t(B) \)). Or differently, according to this model the probability of deviating from the best response declines when the loss in utility increases. In the limit, if \( \beta \) is 0, the probability associated with each choice is 0.5. When \( \beta \) tends to infinity, agents select the best available option with probability close to 1. This captures the degree of randomness with which the population of agents responds to the benefits associated with the two options. The parameter \( \beta \) is generically defined as intensity of choice parameter [Brock and Hommes, 1997] but has also been interpreted as a measure of irrationality [Belloc and Bowles, 2013], inattention [Matêjka and McKay, 2015] or implementation costs [Fudenberg et al., 2015]. We consider \( \beta \) as exogenously given, time invariant and homogeneous across population’s members.\(^7\)

In this model knowing the share of the population opting for B, \( x_B \equiv x \), is enough to know the state of the system in a given period. As one institution is always intrinsically better than the other, the difference in utility between the two alternatives, using Equations 3.1 and 3.2, is:

\[ \Delta u_t = \lambda^A + \rho(1 - x_{t-1}) - \lambda^B - \rho x_{t-1} = \lambda + \rho(1 - 2x_{t-1}) \quad (3.4) \]

As mentioned above, in line with the institutional economics literature, I treat change as the result of individual deviations. Thus, I assume that players update their choices asynchronously. Every time period, an agent has the chance to revise his strategy. Which individual has the chance to adjust his behaviour is determined probabilistically. The probability that an agent updates this period is proportional to his self-efficacy level (\( Pr(i, \text{chosen}) = \frac{s_{i,t}}{\sum_{j=1}^{N} s_{j,t}} \)). This implies that agents who have higher self-efficacy relative to the entire population are more likely to re-consider their state. This follows Bandura’s [p. 512] [1997] argument according to which highly self-efficacious people “refuse to have their lives dictated by detrimental institutional practices”. When confronted with a powerless collective, they mobilise their effort to overcome any obstacle and achieve the change they seek. Self-efficacious people self-select to enact change. Moreover, one of the well-established features of self-confidence is the “better-than-average” effect: when estimating their abilities to perform a task, people judge, and possibly overstate, their

---

\(^7\) Bao [2012] analysing experimental data finds little heterogeneity in the estimated intensity of choice parameter. And, there is no clear evidence that experience affects \( \beta \).
acumen with the respect to the group average [Alicke et al., 1995, Svenson, 1981]. Both arguments point to the fact that individuals tend to evaluate their abilities with respect to others. Self-efficacious individuals are engaged, pro-active, independent and they stand out from the crowd.

Once the decision on whether to switch to the alternative option or stick to the previously adopted one is made, the agent’s self-efficacy is revised. As postulated by Bandura [2001], I consider that self-efficacy never takes negative values. Moreover, self-efficacy varies endogenously as a result of an experience-based learning process. It increases, if previously undertaken actions result into the outcomes one expects. If instead actions generate unwanted consequences, self-efficacy decreases. Thus, self-efficacy levels change in line with the changes in individual utility. To formalise these conditions, I chose the following functional form to model self-efficacy dynamics

\[
\tilde{s}_{i,t} = s_{i,t-1} \cdot e^{\alpha(u_{i,t} - u_{i,t-1})}
\]

\[
s_{i,t} = \frac{\tilde{s}_{i,t}}{\sum_{j=1}^{N_{-i}} s_{j,t} + \tilde{s}_{i,t}}
\]  

(3.5)

The parameter \(\alpha\) is the key parameter of this model. It indicates the intensity of the revision process. In case \(\alpha = 0\), past successes or failures are not taken into account and self-efficacy does not vary over time, thus everybody is equally likely to revise his or her state. This is the baseline scenario commonly used in the literature. Throughout the analysis, I will compare this simple case with the case in which \(\alpha > 0\). When \(\alpha > 0\), previous successes and failures become relevant and self-efficacy changes accordingly. Some agents are thus more likely than others to update their choices.

Section 3.4 reports the results obtained from my analysis.

### 3.4 Results

The analysis unfolds as follows. First, I focus on the case in which everybody is equally likely to revise one’s state, i.e when \(\alpha = 0\). I compare the synchronous and asynchronous updating rules showing analytically that the two rules lead to the same set of steady states. As a second step, I concentrate on the case in which more self-efficacious agents are more likely to update their choices (i.e. when \(\alpha > 0\)) and the updating occurs asynchronously. I derive the new map and corresponding steady states. Subsequently, by means of simulations, I study the system’s long-run dynamics. I compare the simulations’ results and theoretical predictions and evaluate the diffusion of the new behavioural rule. Lastly, I look at the collective welfare level reached at the end-of-time \(T\).
3.4.1 Synchronous updating versus asynchronous updating with \( \alpha = 0 \): a comparison

As mentioned, usually in the literature it is assumed that all agents simultaneously update their choices [Zeppini, 2015]. Nonetheless, in the attempt to model an institutional choice, asynchronous updating seems more appropriate. Generally, in the case of asynchronous updating, all individuals are considered to have the same chance to change their state (i.e. \( \alpha = 0 \)). In this section we compare this case with the synchronous updating rule. We study whether the model exhibits the same behaviour under the two distinct updating rules. This is not \textit{a priori} obvious, because it is known that under specific conditions, asynchronous updating can lead to chaotic dynamics [Brock and Hommes, 1997, Zeppini, 2015].

In case of synchronous updating, the share of the population opting for B, at \( t \) is

\[
x_t = \frac{1}{1 + e^{\beta[\lambda + \rho (1-2x_{t-1})]}} = f(x_{t-1})
\]

(Brock and Durlauf [2001a] and Zeppini [2015] given this map, have shown that when \( \beta \to 0 \), there is a unique and stable equilibrium. When instead \( \beta \to \infty \), three cases can occur. If \( \lambda < -\rho \), \( x = 1 \) is the unique and stable steady state. If \( \lambda > \rho \), \( x = 0 \) is the unique and stable steady state, whereas \( -\rho < \lambda < \rho \) implies that \( x = \frac{\lambda + \rho}{2\rho} \) is unstable, while \( x = 0 \) and \( x = 1 \) are stable. The intuition behind these results is the following. In case the intensity of choice parameter is high (\( \beta \to \infty \)) and the utility differential between the choices is greater (lower) than the returns to conformity, the entire population possibly abandons (sticks to) the status quo. Contrarily, if \( -\rho < \lambda < \rho \) multiple equilibria are possible. It was found that the bifurcation occurs for values of \( \beta \) approximately equal to 3.5 [Zeppini, 2015].

In case the updating is occurring asynchronously, the probability of choosing institution B, and the share of the population opting for B, at \( t \) is

\[
x_t = (1 - \gamma)x_{t-1} + \gamma \frac{1}{1 + e^{\beta[\lambda + \rho (1-2x_{t-1})]}} = (1 - \gamma)x_{t-1} + \gamma f(x_{t-1})
\]

where \( \gamma \) identifies the proportion of agents who are randomly given the chance to possibly adjust their strategy on the basis of the discrete choice mechanism described above, whereas \( 1 - \gamma \) is the share of people who are not entitled to revise their strategy and thus stick to the previously adopted one. \( \gamma = m/N \), and \( 1 - \gamma = \frac{N-m}{N} \), where \( m \) corresponds to the number of individuals simultaneously revising their strategy, at each time period.

As mentioned above, \( m = 1 \) meaning that only one agent at the time revises his strategy.

In equilibrium, \( x_t = x_{t-1} = x \) thus Equation 3.7 simplifies to
\[ x = (1 - \gamma)x + \gamma f(x) \]
\[ x = f(x) \] \hspace{1cm} (3.8)

This shows that the synchronous (Equation 3.6) and asynchronous map (Equation 3.7) have the same stable steady states.

Figure 3.1 helps us to visualise the results. I compare the two updating rules, for two \( \beta \) values and asymmetric profitability across the two behavioural options (\( \lambda = 0.2 \)). The \( \gamma \) parameter takes different values.

Figure 3.1: Comparison between synchronous and asynchronous map with random selection for different values of \( \gamma \) and \( \beta \) (\( \rho = 1 \)) and unequally profitable behaviours.

This figure shows that the \( \gamma \) parameter changes the map but does not alter the fixed points and thus the steady states.

On the left hand side, for \( \beta = 2 \), it can be seen that the old rule of behaviour is never completely replaced by the new one because some individuals still make mistakes. This means that unless individual agents see clearly the benefits associated with the new behaviour, the old one will not disappear. This holds independently from the updating rule used. For \( \beta = 10 \), i.e. in case agents respond to the benefits being associated with the two options, \( x \to 0 \) and \( x \to 1 \) are stable states for both synchronous and asynchronous updating when \( \alpha = 0 \). The system tends to settle on two steady state wherein one of the two options is prevalent.
So summarising, the synchronous and asynchronous updating rules with $\alpha = 0$ lead to the same set of steady states. Nonetheless, when $\alpha \neq 0$ and thus agents are selectively given the opportunity to revise their choices, this result might not hold. In the following section, I derive the new map for this case. Subsequently I analyse the long-run dynamics.

### 3.4.2 Self-efficacy and asynchronous updating: the new rate equation

As mentioned above if $\alpha = 0$, agents are equally likely to revise their choice. In this section, I rather focus on the case in which one agent at a time can adjust and who this agent is determined probabilistically by his endogenously varying self-efficacy level (i.e. when $\alpha > 0$). The goal is here to understand whether, in the long-run, the system settles on the innovative behaviour or rather sticks to the old one. For this purpose, I will first derive the new map for the case in which people are given the chance to possibly adjust their strategy depending on their self-efficacy. Then, I evaluate $x_T$, i.e. how many individuals within the population, at the end-of-time $T$, have not adopted the innovative behaviour. I will present a comparison between the numerical results and the theoretical predictions in section 3.4.3.

Every period $t$ one agent is given the opportunity to revise. The agent could be in one of four possible situations.

I define the probability that the selected agent $i$ is state in B as $w \quad (P(X_i,t-1 = B) \equiv w(x_{t-1}))$. When choosing his new strategy, the selected agent sticks to choice to B with probability $f \quad (P(X_i,t = B) \equiv f(x_{t-1}))$ as defined in Equation 3.6. Otherwise he switches to option A with probability $1 - f \quad (P(X_i,t = A) \equiv 1 - f(x_{t-1}))$. Alternatively, the chosen agent is in state A with probability equal to $1 - w \quad (P(X_i,t-1 = A) \equiv 1 - w(x_{t-1}))$. The probability that $i$'s choice continues being A in the subsequent period is $1 - f \quad (P(X_i,t = A) \equiv 1 - f(x_{t-1}))$. Conversely, the probability he switches to B is $f \quad (P(X_i,t = B) \equiv f(x_{t-1}))$. \(^8\)

Putting together the transition probabilities and the individual states’ probabilities, it is possible to identify the following population level rate equation

\[
N x_t = N x_{t-1} \cdot w(x_{t-1}) \cdot f(x_{t-1}) \\
+ (N x_{t-1} - 1) \cdot w(x_{t-1}) \cdot (1 - f(x_{t-1})) \\
+ (N x_{t-1} + 1) \cdot (1 - w(x_{t-1})) \cdot f(x_{t-1}) \\
+ N x_{t-1} \cdot (1 - w(x_{t-1})) \cdot (1 - f(x_{t-1}))
\]

\(^8\)For a clearer visual representation of the choice-tree please refer to the Appendix of the chapter.
Equation 3.9 simplifies to

$$ x_t = \frac{f(x_{t-1}) - w(x_{t-1})}{N} + x_{t-1} = g(x_{t-1}) \hspace{1cm} (3.10) $$

To clarify how I derived this rate equation, it is worth explaining in detail all four cases. As the mechanism relies on agents self-efficacy, $w$ can be written as the ratio of self-efficacy of the individual in state $B$ over the total self-efficacy, i.e.

$$ w = \frac{\sum_{i=1}^{N} s_{i,t} \mathbb{1}}{\sum_{i=1}^{N} s_{i,t}} \hspace{1cm} (3.11) $$

where $\mathbb{1}$ is a dummy variable that takes value 1 if $x_{i,t} = B$.

If we define $N(B)$ and $N(A)$ as the total of the population members in $B$ and $A$ respectively and $\mu(B)$ and $\mu(A)$ as the average self-efficacy of these two groups ($\mu_B = \frac{\sum_{i=1}^{N} s_{i,t}}{N(B)}$), we can rewrite $w$ as

$$ w = \frac{N(B)\mu(B)}{N(B)\mu(B) + N(A)\mu(A)} = \frac{1}{1 + \frac{N(A)\mu(A)}{N(B)\mu(B)}} \hspace{1cm} (3.12) $$

As $x_t = \frac{N(B)}{N(B)+N(A)}$, we can write

$$ w(x_{t-1}) = \frac{1}{1 + \frac{1-x_{t-1}}{x_{t-1}} \frac{\mu(A)}{\mu(B)}} \hspace{1cm} (3.13) $$

There is one factor in Equation 3.13 which remains to be explained, namely the ratio between $\frac{\mu(A)}{\mu(B)}$. In order to gain further insights on how $\mu(A)$ and $\mu(B)$ can be related, one can consider the specific case in which agent $i$ changes his state. Suppose that agent $i$ switches from $B$ to $A$. Then, according to Equation 3.5 and omitting the normalisation factor, the new self-efficacy level $i$ obtains, given that he is now in state $A$, is equal to the product between the self-efficacy he obtained from being in state $B$ times $e^{\alpha(\Delta u)}$ that is $s_{i,t}(A) = s_{i,t-1}(B) * e^{\alpha[\lambda + \rho(1-2x_{t-1})]}$. We can say that

$$ \mu(A)_{t} = \mu(B)_{t-1} e^{\alpha[\lambda + \rho(1-2x_{t-1})]} \hspace{1cm} (3.14) $$

Using Equation 3.13 and 3.14, we can write

$$ w(x) = \frac{1}{1 + \frac{1-x}{x} \cdot e^{\alpha[\lambda + \rho(1-2x)]}} \hspace{1cm} (3.15) $$
3 How do institutions change? Self-efficacy Beliefs and Social Interactions

Here we assume a stationary state and we will check with simulations whether this is true. In section 3.4.3 I will provide numerical evidence that this holds and \( w(x) \) is time invariant and that Equation 3.15 well predicts the results.

Agent \( i \), once chosen, can decide to stick to his previous choice, or switch to the alternative one. This choice is independent from the state in which he was before. The probability that he chooses option B is \( f(x_{t-1}) \) as defined in equation 3.6. The probability that \( i \)’s choice is instead A at \( t \) is \((1 - f(x_{t-1}))\). Now that we have analysed in detail the four cases that characterise the process and have derived the new rate equation, we can, in section 3.4.3, derive the theoretical steady states and compare them with the simulation results.

### 3.4.3 Steady States

Assuming it exists, in the steady state \( x_t = x_{t-1} = x \), thus we can re-write Equation 3.10 as follows

\[
Nx = f(x) - w(x) + Nx
f(x) = w(x)
\]  

(3.16)

Substituting into Equation 3.16, Equations 3.15 and 3.6 and re-arranging to gain more insights we find that

\[
x = \frac{1}{1 + e^{(\beta - \alpha)(\lambda + \rho(1 - 2x))}}
\]  

(3.17)

Equation 3.17 shows that in equilibrium, \( x \) depends on all the parameters and more interestingly it is the difference between \( \beta \) and \( \alpha \) that differentiate my rate equation from Zeppini’s [2015] and Brock and Durlauf [2001a].

As a next step, I will use the rate equation to derive the theoretical predictions. In Figure 3.2, I present the long-term evolution of the share of individuals choosing the less rewarding option when the returns to conformity are high \((\rho = 1)\). The upper panels of Figure 3.2 show the time series for \( \alpha = 0 \). Differently, the lower panels report the case in which the reinforcement in self-efficacy is high \((\alpha = 3)\). In both cases I consider two values of \( \beta \). The red dashed lines identify the theoretical steady states.
3.4 Results

Figure 3.2: Time series of the proportion people sticking to the old behavioural rule \( (x_t) \) for 2 different values of \( \beta \) and \( \alpha \), \( \rho \) is 1. 40 iterations.

These time series show that for \( \beta \to 0 \) both options coexist regardless of the way in which people are given the chance to update their state. This confirms and expands on Zeppini's [2015] result. For higher values of \( \beta \), independently from whether people are equally likely to revise their choice \( (\alpha = 0) \) or only few take the chance to do so \( (\alpha \neq 0) \), a bifurcation occurs. Some of the simulations converge to a low proportion of less rewarding options, some others instead result in a high share of individuals opting for
the old behavioural rule. Whether some simulations converge towards $x_T = 1$, or $x_T = 0$ depends on the initial conditions.

Figure 3.3 instead shows the outcome of the comparison between the theory and simulations. It reports on the y-axis the end-of-time proportion of individuals sticking to the old option whereas on the x-axis different $\beta$ values are reported. In each panel, I use different levels of returns to conformity ($\rho$) and I compare the results under different self-reinforcement regimes, i.e. $\alpha$ values, as reported in the legend. $\lambda$ is equal to 0.2.

In each panel, the solid lines represent the theoretical equilibrium predictions that one derives using the rate equation (Equation 3.10). The dots identify the simulation results.

---

9Given the presence of these bifurcations, it is worth briefly discussing how I calculated the average $x_T$ across simulations in case $\rho = 1$ in order to proceed with the graphical representation in the right panel of Figure 3.3. As some of the simulations go up towards $x_T = 1$ whereas some others go down towards $x_T = 0$, I use the repulsive equilibrium to discriminate amongst all numerical realisations. I average all the end-of-time share of the population adopting the new rule of behaviour depending on whether they fall below or above the repulsive equilibrium.

10Initial conditions are always drawn at random from a uniform distribution. In this Figure, purely for visualisation purposes and to show the existence of the bifurcation, I bias the initial conditions towards a majority of individuals starting off in state A.
3.4 Results

These results were obtained averaging 200 iterations for 250 agents, initial homogeneous self-efficacy of 0.5, and several values of β, ρ and α. 

Looking at Figure 3.3 it is evident that the simulation results seem to perfectly match the theoretical predictions. Moreover, in case of low returns to conformity (ρ = 0 or ρ = 0.5), the share of wrong choices declines with the increase in the intensity of choice parameter. This is trivial. It implies that as the probability of making mistakes declines (i.e. β increases), agents are more likely to switch to the new state. Thus, the innovative behaviour becomes the most diffused.

But there are two main results that Figure 3.3 is able to show.

First, as expected in case of high returns to conformity (ρ = 1), as it can be seen on the right panel, for β values above 3.5, independently from the value of α, a bifurcation occurs. The system can equivalently end up in either of two possible equilibria: we can observe a high diffusion of the innovative behaviour or high resistance to change. This means that in case returns to conformity are high, an increase in the intensity of choice parameter (higher β), is not sufficient to guarantee a complete diffusion of the new social innovation. Moreover, it can be noticed that, when agents revise their choices depending on their self-efficacy the bifurcation is shifted to the right. This means that for α > 0, the bifurcation occurs for values of β equal to approximately 3.5 + α. The exact level of the intensity of choice depends on the intensity of the self-reinforcement in self-efficacy: the higher the self-reinforcement, the lower the probability of mistakes. As shown in the right panel of Figure 3.3, when α = 0 the bifurcation occurs for β = 3.5, whereas for α = 3, the bifurcation takes place at β = 6.5. Thus, the exact value of β for which the bifurcation occurs is different depending on the intensity of the self-reinforcement in self-efficacy (i.e. α).

Second, for low pressure for conformity, when only the most self-efficacious individuals can actively make the choice, a higher proportion of individuals ends up choosing the less rewarding behaviour. This is a somehow counterintuitive and very interesting result which can be explained as follows. When α > 0, agents with higher self-efficacy have higher chances to revise their choice and thus switch from the old to the innovative behaviour. If the switching occurs, it means that agents gain in welfare and self-efficacy and the probability of enacting the change in the future increases again. All other individuals instead stick to their previously adopted strategy, which might have been wrong.13 For

---

11I want to clearly state that N must be large. This is especially true for α > β because otherwise in this case the map is non-monotonic.

12I limit my exploration to certain values of the parameter space. Specifically, I limit the value of the self-reinforcement parameter to 3 and β equal to 7. I nonetheless explored also instances in which α ≥ 4 and in which both α and β are large. My results seem to hold in these cases, nonetheless convergence time visibly increases.

13Each individual is randomly assigned a state at time zero. Given the mechanics of the model, some individuals might be given the wrong state and possibly stick to it because they are hardly ever
this reason, we observe that even when the probability of making mistakes is low (high $\beta$), the share of wrong choices is higher than in case $\alpha = 0$ and all population members have equal chances to enact change and revise their strategy. Self-efficacy increases people’s ability to engage in action by allowing them to choose between certain behavioural rules. This creates heterogeneity in the opportunities people seize. While some individuals might be constantly willing to revise their strategy, a portion of the population, possibly large, does not change its choice nor improve its self-efficacy. This is because an increase in agent’s $i$ self-efficacy, reduces the probability that other people revise their choices. This is the key mechanism driving my result: individual willingness to engage in institutional change does not only depend on personal past success, but also the past successes/failures of others.

These statements are supported by the results shown in Figure 3.4. In panel (A) I plot, for different time periods, identified by the thickness of the lines, the density function of self-efficacy for the two groups of individuals: those choosing the innovative behaviour shown by the dashed green lines, and those sticking to the old rule in solid red. I use a kernel density estimator to draw this plot. In panel (B) I plot the theoretical values of $w(x_t)$ (black solid line) against the numerical realisations (red line). Panel (C) shows the evolution of the mean self-efficacy of the group of individuals choosing option A (green line) and B, the least rewarding option.
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Figure 3.4: Density function of self-efficacy for those individuals choosing the innovative behaviour shown by the dashed green lines, and those sticking to the old rule in solid red (panel a). Evolution of theoretical (black line) and numerical (red line) $w$. Horizontal blue dashed line represents $w$ as a function of the equilibrium value of $x$ (panel b). Time series of mean self-efficacy of the individuals choosing option A (i.e. $\mu(A)$), here represented by the green line, and $\mu(B)$ dashed red line (panel c). One iteration, $\beta = 2$, $\rho = 1$, $\alpha = 3$ and $N = 250$.

It can be seen in panel (A) that those individuals choosing the more rewarding option are more likely to have higher self-efficacy than those choosing the old behavioural rule. Over time the probability mass shifts. Panel (B) shows the time series for $w$. The red line plots the numerical realisations of Equation 3.11, the black line instead plots Equation 3.15 evaluated at $t$. The horizontal blue dashed line plots the value of $w$ for the equilibrium value of $x$ (i.e. $w(x^*)$). In panel (C) I plot the time evolution the mean self-efficacy of those individuals choosing the wrong option (red line) and of those instead opting for the more rewarding one (green time series). Both groups experience a constant average self-efficacy, but as expected the group choosing option A maintains over time higher average self-efficacy levels. The close dynamics of the numerical and theoretical values of $w$ shown in panel (B), together with the constant ratio between $\mu(A)$ and $\mu(B)$ shown in (C), offer support for the validity of Equation 3.15 and, consequently, for Equation 3.14.
3.4.4 Collective welfare

In order to corroborate the results shown in Figure 3.3, I also analyse collective welfare. Figure 3.5 shows the end-of-time collective welfare level for different $\beta$ values and levels of network externalities. I plot the results for the highest self-reinforcement in self-efficacy ($\alpha = 3$) and for case in which self-efficacy does not change and all members of the population have the same chances to revise their state ($\alpha = 0$). The solid lines identify the theoretical predictions, the dots are the simulation results.

As expected from the results shown in Figure 3.3, welfare increases with an increase of in the intensity of choice, in case of low or null returns to conformity ($\rho = 0$ and $\rho = 0.5$). Under these circumstances, high variance in self-efficacy is surely detrimental for welfare. Notably, higher self-reinforcement in self-efficacy leads to lower collective welfare levels. Again, given the mechanics of the model, most individuals “freeze” and rarely modify their possibly inefficient choice. Therefore, the system settles on lower collective welfare levels.

The cases of $\alpha = 1$ and $\alpha = 2$ are omitted for readability. The corresponding welfare levels reached at the end-of-time lie right in between the curves displayed in here.
The most interesting finding is displayed in the right panel of Figure 3.5 wherein returns to conformity are high \((\rho = 1)\). From above, we know that for certain values of \(\beta\) a bifurcation occurs. Thus, following the procedure used above, in these circumstances I calculate welfare using the repulsive theoretical equilibrium and averaging all those simulations that at the end-of-time stand above or below this point.

We can observe that when everybody has the same opportunity to enact change collective welfare is higher, but not if \(\beta\) is greater than 5. In this region of the parameter space, due to the bifurcation, some of the simulations might converge towards the highest absorbing steady state, some others instead might descend towards the lowest one. In this case, when \(\alpha = 3\) the average welfare reached by the simulations converging towards \(x_T = 1\), is higher than the welfare obtained with \(\alpha = 0\) if the simulations tend towards \(x_T = 0\). In fact, the blue line lies above the lowest of the two black lines.

### 3.5 Conclusions and possible extensions

This paper offers a formal account of the (non-)evolution of institutions. Specifically, using psychological insights on the evolution of individual beliefs concerning personal abilities to enact change, I describe how the “rules of the game” might (fail to) change. I rely on a well-established social interaction framework and compare the case in which all population members have equal chances to enact the change to the case in which only few individuals have this opportunity.

By means of simulations I show that, when not all agents have the same confidence in being able to revise their choices, institutional resistance is higher. When only few individuals take the opportunity to change their state, whereas most population members stick to the *status quo*, a complete behavioural shift is unlikely to occur. Low self-efficacious individuals can prevent trendsetters to achieve the desirable institutional change. This implies that the social innovation diffuses to a lesser extent and collective welfare is lower. Additionally, in line with previous literature I confirm that high pressure for conformity and lower probability of mistakes triggers multiple equilibria: societies possibly end up either adopting the new institution or get trapped into the *status quo*. The extent to which the social innovation diffuses depends on the difference between the probability of making mistakes and the reinforcement in self-efficacy.

It is worth acknowledging that the rule used to update individuals’ confidence levels might not apply to all circumstances but still represents a good option. Aside from the evident modelling advantages, there exists robust evidence of the fact that people often judge their abilities to accomplish something and thus their confidence relative to others.
Self-efficacious individuals are more likely to self-select to enact change. This is why such dynamics has been chosen.

I have elaborated the simplest possible version of this model, but it could surely be further extended in multiple ways. My model totally disregarded spillovers. Self-efficacy generally stems from the continuous integration of information from different sources. One of these sources is social learning. Observing close individuals failing or succeeding affects people’s judgements on one’s capabilities to achieve certain goals. Friends’ performance represents a benchmark to judge the likelihood of one’s success or failure, i.e. to assess personal capabilities of attaining the same goal. By the same token, watching someone failing undermines one’s self-efficacy. Thus, taking this into account would provide a more exhaustive picture of how human agency affects institutional innovation processes. I believe that an extension along these lines would be very valuable and would naturally pave the way towards the integration of specific network structures into the model. In fact, my model considers a full network topology. This is the simplest structure to carry this exercise, moreover some exploratory analysis conducted with a scale-free and small world topology seems to suggest that there is not qualitative change in the results. Nonetheless, when considering self-efficacy spillovers the network structure becomes more important and a more rigorous exploration of multiple topologies would be required.

The second important change to be possibly made to this model is to endogenise also the intensity of choice parameter of the logit model. Here, I considered it to be the same for every member of the population and to be static. This is a rough approximation of reality. Each individual might make mistakes with different probabilities and might learn at a different rate. Moreover, in this paper I remained agnostic concerning the interpretation given to \( \beta \), but one possibility, given this framework, is to interpret it as individual judgments of the likely consequences the changing from one behaviour to another will produce [Bandura, 1997]. Low values of \( \beta \) would indicate that people believe that their action does not carry any weight onto reality, high values of \( \beta \) instead would be synonym of high confidence in the possibility of making a real difference. This is what Bandura [1997] defines as outcome expectancies.

Another possible modification to this model relates to the number of agents entitled to revise their strategy in every period. As mentioned above, there are theoretical reasons for choosing the asynchronous updating rule to describe institutional dynamics. Nonetheless, one could imagine a model in which, instead of only one single individual revising his strategy, an endogenous number of agents do so each period. Each agent would decide probabilistically whether to make the effort to reconsider, and the probability of reconsidering depends on the agents self-efficacy. In this case there would be a feedback both at the individual level, from experience to self-efficacy and thus to the probability of rev-
considering strategy, but also at the aggregate level, in which agents’ experiences, affecting their self-efficacy and thus the probability of re-considering, have a further, system-level, impact on how many agents are active each period. It is known in the literature that, given a non-monotonic map, asynchronous updating might lead to chaotic dynamics (see Figure 7 in Zeppini [2015], Hommes [1994] and Diks and Van Der Weide [2005]). Whether or not chaotic dynamics do emerge depends in part on the proportion of agents who revise strategies each period. In the example reported in Zeppini [2015], when the proportion of people revising their strategy lies between 0.5 and 0.75, chaos arises. In the variant described just above, this proportion can change from period to period, and is indeed endogenous. A priori it is unclear what the dynamics of such a system would look like, but the introduction of a second effect of the dynamic self-efficacy makes the system more complex, possibly leading to richer dynamics, and would thus be an interesting domain to explore.

Despite the simplicity of the model, the results I obtained are very interesting and relevant. In general, the model shows that the presence of low self-efficacious individuals can represent an obstacle for institutional change. In communities wherein people give little weight to others’ actions, and only few pro-active individuals try to enact change, a complete behavioural shift is unlikely to occur. The majority of the population sticks to the standing behavioural rule. This hinders social innovation as few trendsetters are unable to achieve the desired change. As a consequence, collective welfare stagnates. When the pressure for conformity is low, a plausible way to increase societal welfare consists reducing the probability of making mistakes. Alternatively, a widespread and equitable increase in individuals’ perceived capabilities to enact change would be helpful to reach higher collective welfare levels. If people give little weight to the choices made by others, increasing people’s aspirations and confidence in their capacities to seize the opportunity to defy the status quo would lead to welfare gains.

My analysis also confirms that when the pressure for conformity is high, a lower probability of mistakes, is not a sufficient condition to guarantee the diffusion of the social innovation. In these circumstances society can either get trapped into the status quo or fully adopt the newly available behaviour. Differently from what was already known in the literature, my model shows that the occurrence of these events depends on the intensity of the self-reinforcement in self-efficacy. This concretely implies that when, within a close-knit community, people’s self-efficacy deteriorates at a fast pace as a result of past failures and only very few trendsetters withstand the current behavioural rule, multiple equilibria arise even if the likelihood of making mistakes is very low. This is interesting because it shows that, in close-knit societies, trendsetters, despite possibly making few mistakes, are unable to prevent institutional lock-in.
3.6 Appendix 1: The decision tree

\[
\begin{align*}
\text{Pr}(X_{i,t-1} = B \cap X_{i,t} = B) &= w(x_{t-1})f(x_{t-1}) \\
\text{Pr}(X_{i,t-1} = B \cap X_{i,t} = A) &= w(x_{t-1})(1 - f(x_{t-1})) \\
\text{Pr}(X_{i,t-1} = A \cap X_{i,t} = B) &= (1 - w(x_{t-1}))f(x_{t-1}) \\
\text{Pr}(X_{i,t-1} = A \cap X_{i,t} = A) &= (1 - w(x_{t-1}))(1 - f(x_{t-1}))
\end{align*}
\]
CHAPTER 4

Mental models and Institutions

Abstract

The importance of institutions on the economic trajectories countries might undertake has been widely acknowledged. This chapter explores the nexus between mental models and institutions. Exploiting countries’ differences in perceived behavioural control as a proxy for mental models degree of malleability, I show that mental models and institutions co-evolve. I find that a ten percentage points increase in a country’s freedom of choice will improve its rule of law by 0.32, allowing the country to move from the rule of Tunisia to the rule of law of Italy in 2015. When controlling for country specific characteristics, this effect reduces by one order of magnitude. In the second part of this study, I investigate whether mental models and institution have an independent effect on economic development. Using a pooling model, I find that an increase in ten percentage points in perceived freedom, generates a 5 per cent increase in per capita income, when controlling for institutional quality. Instrumental variable regressions provide weak evidence for this effect.

I would like to thank Nicolò Bellanca, Robin Cowan, François Lafond and Eleonora Nillesen for their comments and suggestions. The author also thanks Nuffield College for providing access to the Gallup Analytics dataset.
4 Mental models and Institutions

4.1 Introduction

Differences in average income levels across nations are still at the centre of an animated political and academic debate. Geography, trade integration and institutions are usually considered as the determinants of economic growth and arbitrate which society will innovate, accumulate and thus develop and which will not. A seminal paper by Rodrik et al. [2004] elaborated a layered explanation of economic development and aimed at discovering which one of these three elements matters the most. It was found that institutions trump trade and geography in determining countries’ development paths. More recently, Acemoglu et al. [2014] argue that democratic institutions have a robust and positive effect on income. It is beyond the scope of this study to re-establish the importance of these findings. In this chapter, I rather explore the role that agents’ mental models\(^2\) play in stimulating institutional innovation and possibly explain long-term growth.

The questions this study wishes to answer are the following: Can mental models, through their effects individual introspective beliefs of behavioural control, condition institutional quality? And do mental models affect economic development?

In the first part of the chapter, I focus on the mental models and institutions nexus. The idea that mental models is a key ingredient in the institutional evolution can be traced back to Denzau and North [1994] and Mantzavinos et al. [2004]. According to North [1994, p.363] “the relation between mental models and institutions is an intimate one”. While mental models are the internal representations that individual cognitive systems elaborate to portray the world’s functioning, institutions are the external mechanisms individuals build to order and systematise the environment. Therefore, according to Denzau and North [1994] institutional change reflects the evolution of mental models. But, if mental models are rigid, strongly prescriptive and hard-to-eradicate then institutional innovation might be less likely to occur. Yet, few scholars have empirically investigated the effect of mental models’ stickiness on the institutional evolution. In fact, it is difficult to measure mental models’ malleability.

Drawing on the psychology literature, I proxy mental models’ stickiness with individual perceived behavioural control levels. In fact, mental models determine which behaviour is socially plausible and acceptable in a given situation. Specifically, they condition how much freedom of choice individuals have and how much control they feel over the outcome of their actions given the environment wherein they act. Psychologists have defined

\(^2\)When using the term mental models I follow the definition provided by Denzau and North [1994]. Mental models represent the concepts and categories that individual use to make sense of the world. These are not individually elaborated but rather reflect the shared understandings of the community individuals belong to. As they are shared by everyone around, individual tend not to question these views. Similar concepts which are usually referred to as schemas or cognitive frames [DiMaggio, 1997, Markus, 1977] have been used also in psychology, sociology, anthropology and political science.
these beliefs as perceived behavioural control. Perceived behavioural control refers to whether individuals consider the performance of a behaviour to be possible and under their voluntary control [Ajzen, 2002]. Low perceived behavioural control triggers conformism and discourages dissent. Conversely, high perceived behavioural control corresponds to personal freedom and promotes personal accomplishments.

As a consequence, one can expect that in countries wherein, on average, people experience a low sense of control over the possibility to defy the mental models’ prescription, the institutional evolution occurs at a slower pace.

I bring this argument to the data and test whether mental model malleability affects institutional quality. I use two different measures of perceived behavioural control as a proxy for mental models’ stickiness and use panel data techniques to estimate their effects on institutional quality. I find that a ten percentage points increase in a country’s “freedom of choice” will improve its rule of law by 0.32, allowing the country to move from the rule of Tunisia to the rule of law of Italy (in 2015). When controlling for country specific characteristics, this effect reduces by one order of magnitude.

In the second part of the chapter, I test whether an independent effect of mental models and institutions on growth exists. Using a pooling model, I show that mental models seem to considerably affect growth. When considering country and time fixed effects a ten percentage point increase in mental models’ malleability leads to a 5 percent increase in income per capita. Given the scarce variation over time and the possible endogeneity problems, I use instrumental variables regressions. A sound and foolproof instrument for mental models is hard to find. Similarly to Gorodnichenko and Roland [2017], I construct an ad hoc measure of genetic distance, based on frequencies of blood types, between the population in a given country and the population in Norway, the country wherein on average people feel the highest level of perceived behavioural control in my sample. I use the conventional settler mortality measure as an instrument for institutional quality. Given that both instruments are time-invariant, I rely on cross-sectional regressions and provide some weak evidence which suggests in some cases mental models condition economic growth.

This chapter contributes to several streams of literature, namely institutional economics, development economics and the new literature on cultural economics. First, I empirically test the theoretical framework used by Denzau and North [1994] and, Mantzavinos et al. [2004]. I use psychological concepts which have recently attracted the attention of economists [Fehr and Hoff, 2011, Hoff and Pandey, 2014, Hoff and Stiglitz, 2010] as a proxy of mental models. I also contribute to the growing literature on culture economics. This literature claims that high attention has been given to institutional structures, but too few scholars have been focusing on both institutions and mental models [Alesina and
Giuliano, 2015]. For this reason in the second part of the chapter, I test whether mental models and institutions exert an independent effect in determining the path of growth that countries undertake. The chapter proposes a richer view of the development process, it acknowledges the role of institutions and underlines the importance of individual perception of freedom.

The remainder of this chapter is organised as follows. Section 4.2, building on relevant empirical and theoretical literature from psychology and economics, synthesises the theoretical framework. Section 4.3 provides some details on the data and elaborates on the main variables of interest. Section 4.4 presents the main results: mental models and institutional quality co-evolve. Section 4.5 sheds some light on the relation between the degree of malleability of mental models and economic development. Section 4.6 concludes and underlines the importance of this empirical exercise, acknowledges all limitations and discusses possible future research along these lines.

4.2 Related literature

In this section, I synthesise how mental models can affect institutions and development. I formulate the argument focusing on general themes documented by previous studies in psychology and economics.

Institutions are considered an important factor in explaining economic phenomena and variations in economic growth. Although long-term development is generally considered a complex phenomenon, it is widely acknowledged that institutions represent the primary factor which affects the wealth of nations [Acemoglu et al., 2014, Acemoglu and Robinson, 2012, Rodrik et al., 2004]. Most scholars have used the growth regressions framework to establish this point. Acemoglu et al. [2001] argue that developing extractive institutions has long-lasting negative effects as elites are able to consolidate their power and thus inequality. Conversely, developing inclusive institutions is more likely to promote equality and therefore sustainable development in the long-run. Rodrik et al. [2004] elaborated a layered explanation of economic development and showed that, on a cross-sectional basis, institutions trump geography and trade integration. Easterly and Levine [2003] estimate regression models of income levels on some measures of endowments, institutions, and “policies”. They find that institutions have an effect on growth, whereas endowments affect development only through their effect on institutions. More recently, Acemoglu et al. [2014], using panel data, highlight the role of democratisation processes on long-term growth. Several scholars also have investigated the role of specific cultural traits relevant for development [Fernández, 2008, 2011, Guiso et al., 2006]. Nonetheless, “those who write about institutions do not seem to worry much about whether institutions are
4.2 Related literature

well identified and isolated from cultural influences, which may be problematic” to assess
the role of institutions on the wealth of nations [Alesina and Giuliano, 2015, p.899]. More
specifically, little attention has been devoted to the role played by the co-evolution
of mental models and institutions on growth.

In order to interpret reality, individuals use mental models. They represent concepts,
categories, causal narratives, ideologies, or world views. They can be thought as the
spectacles or windows though which we observe the world and consequently act upon
them. They are the prediction that the mind elaborates, or the expectation that the mind
has concerning external environments. Mental models emerge and reproduce themselves
through learning [Mantzavinos et al., 2004]. Evidence suggests that mental models are
passed down over generations [Alesina and Giuliano, 2015, Greif and Tabellini, 2010,
Guiso et al., 2006].

In the economics literature, mental models are thought to determine how individuals
construe a situation and which actions seem plausible and desirable in that situation [Hoff
and Pandey, 2014]. Mental models capture the beliefs concerning the world’s functioning.
In a recent experimental paper, Bernard et al. [2011] report that disadvantaged individuals
in Ethiopia feel that their future is pre-determined, their freedom of choice and control
over the outcome of their actions is scarce. They claim they “have neither a dream nor
an imagination”. These limit their ability to seize available opportunities, to invest in
productive assets to change their status and to achieve a better future. Another set of
recent experiments confirms that mental models can affect individual sense of control, self-
evaluation and thus, the ability and motivation to perform [Hoff and Pandey, 2006, 2014].
Individuals, belonging to a mixed caste groups, were asked to solve mazes. In a control
treatment, where caste identities were not revealed, low-caste boys solved the mazes just
as well as high-caste ones. Publicly revealing castes instead reduced the performance of
the low-caste boys. And, once they were asked about the reasons for this performance
drop, the low-caste boys answered that felt they could not or did not dare to excel and
lessen the actions of the high-caste boys [Hoff and Pandey, 2014].

Mental models have been thoroughly studied by social psychologists who posit that
they contextualise individuals’ self-image, self-definition and self-evaluation [Markus and

4Alesina and Giuliano [2015] focus primarily on culture. They review a wide variety of definitions and
posit that most empirical papers define culture as the set of values and beliefs that are passed down
fairly unchanged over generations. Theoretical papers instead treat beliefs and values differently. Some
scholars have defined culture as the beliefs about the consequences of one’s action, others instead see
culture as embodied in values and preferences. In this study, I rely on the notion of mental models.
Mental models are the “templates” that individuals use to interpret events and they are transmitted
from one generation to the next. Mental models affect the expectations of the results of one’s action.
As a consequence, this definition reconciles the empirical and theoretical definitions of culture but the
focus is on the maps people use to interpret the world, rather than on (or in addition to) values, i.e.
the ends of actions.
Kitayama, 1991]. They shape people’s perceptions on how things might or should work and be [Baumeister and Bushman, 2010]. Ajzen [1991] elaborates further and states that mental models affect people’s perceived freedom to choose a behaviour and their sense of control over its outcome. Generally, one might explain human behaviour on the basis of individual volition. Nonetheless, some behaviours cannot be uniquely explained by volition. In some occasions, people carry out certain behaviours because they feel they are supposed to, and they have no choice of doing otherwise. Their volition is insufficient to defy mental models’ prescriptions which are conceived as stringent and hard-to-eradicate. This consequently leads to low individual perceived behavioural control which Ajzen [2002] has defined as an individual belief that the performance of a behaviour is possible and under one’s voluntary control. Perceived behavioural control affects the intentions and decisions to carry out certain actions. All else equal, high levels of perceived behavioural control intensify the intention to exert some degree of volitional control over performance and enhance effort and perseverance to defy the status quo [Ajzen, 2002]. Conversely, when people feel that their choices are dictated by mental models, their perceived behavioural control is low. This suffocates intentions and triggers apathy and conformism.

The extreme consequences of low perceived behavioural control have been analysed in an experimental fashion by Overmier and Seligman [1967] who, in their original experiment, observed that dogs repeatedly exposed to unavoidable electric shocks eventually ceased the effort to escape even when this was made possible. Dogs learned to be helpless as the shock was perceived as independent from their action, and this hindered their escape responses. Because of past experiences and beliefs concerning world functioning the dogs felt they did not have any control over their actions and thus, submissively accepted the impossibility to avoid the shocks. Numerous experiments confirmed that humans face learned helplessness as well [Hiroto and Seligman, 1975, Klein et al., 1976]. According to Rabow et al. [1983] in humans, learned helplessness is generated by the necessity to adapt to cultural and structural barriers to achievement, i.e. by stringent mental models which generate a sense of disempowerment, and low perceived behavioural control. Prolonged disempowerment convinces people that their choices as well as the

---

4Ajzen [2002] clarifies the difference between perceived behavioural control and self-efficacy. The author claims that despite the fact that the concept of perceived behavioural control owes its greatest debt to Bandura’s self-efficacy, the two concepts are distinct. Self-efficacy is defined as the beliefs in one’s capability to organise or carry out a certain action [Bandura, 1997]. This concept focuses on the control over the behaviour. Perceived behavioural control instead denotes the degree of control one is subjectively able to exercise over the performance of a behaviour. The focus here is on the control over the outcomes or events and not on the behaviour itself. Perceived behavioural control has a higher affinity with Bandura’s definition of outcome expectancies. Bandura in fact distinguishes between self-efficacy, i.e. the perceived ability to perform an action, and outcome expectations, i.e. the perceived likelihood that carrying out a certain action will generate a given outcome [Bandura, 1997]. Perceived behavioural control is thus more similar to outcome expectancies rather than to self-efficacy.
occurrence of possible negative outcomes escapes from their control. As a consequence, individuals will experience: (i) low motivation to change the status quo; (ii) frustration and resignation; (iii) lower ability to learn in similar situations [Seligman et al., 1979]; and (iv) lower well-being [Martinko and Gardner, 1982].

This literature shows that when people feel that their performance is dictated by hard-to-eradicate mental models and their volition too weak to surpass mental models’ prescriptions, choices can become path-dependent. Due to sense of scarce decisional power and control over the outcomes, people comply with what the mental model prescribes. Over time this spirals into higher reluctance in changing the status quo. In fact, the ability to recognise the possibility for improvement depends on individuals’ perceived behavioural control and self-evaluations. If these are low, then any outcome is submissively accepted. As a consequence, individuals live in “equilibrium fictions” [Hoff and Stiglitz, 2010] wherein mental models are not challenged and thus reproduce.

According to Mantzavinos et al. [2004], the unquestionable reproduction of mental models affects the functioning and evolution of institutions. Institutional change reflects the evolution of mental models [Denzau and North, 1994]. In fact, according to North [1994, p.363] “the relation between mental models and institutions is an intimate one”. While mental models are the internal representations that individual cognitive systems elaborate to portray the world’s functioning, institutions are the external mechanisms individuals build to order and systematise the environment. Mental models lead to resolving shared problems, i.e. creating institutions, in a common way. And as institutions exhibit dynamic increasing returns, once solutions to problems are found, agents apply them each time similar problems arise. Thus, institutions evolve in a path-dependent manner.[Arthur, 1994, David, 1985]

Institutional path-dependence may ultimately affect the economic game leading to suboptimal results. Although institutions generally lead to low transaction costs, better ability to capture gains from trade and economic growth, this can fail to occur. The lack of improved institutional frameworks can hamper growth. In fact, while economic growth can occur in the short-run independently from the institutional structure in place [North, 2003], long-run and sustainable development requires, among other things, the development of rule of law and the expansion and protection of civil and political freedoms [Sen, 2001]. Social and economic arrangements, as well as political and civil rights, represent important determinants of countries’ economic performance. But, cognitive and institutional path-dependence can ultimately induce economic path-dependence [Mantzavinos et al., 2004].

Summarising, economic performance is a consequence of, among other things, the institutional frameworks in place. These are in turn determined by the mental models
individuals inter-subjectively share. Path-dependence in mental models leads to institutional path-dependence and at last to economic path-dependence.

This chapter sheds light on this chain of relations. In the first part of this chapter, I focus on the nexus between mental models and institutions. Subsequently I study the joint effect of mental models and institutions on economic growth. It is beyond the scope of this chapter to re-establish the role of institutions in the development process. A seminal paper by Rodrik et al. [2004] showed the primacy of institutions in determining countries’ development paths, recently Acemoglu et al. [2014] show the key importance of democratisation. In this chapter I rather explore whether also mental models play a role.

### 4.3 Data

A key issue to carry out an empirical analysis to possibly establish a nexus between mental models, institutions and ultimately growth is how to measure mental models. It is very hard to measure mental models’ malleability, but following the literature reviewed above, it is reasonable to believe that the one of the best ways to do so is to use a measure of perceived behavioural control as a proxy. In fact, as mentioned in section 4.2, mental models condition individual perceptions on whether actions are possible and under one’s voluntary control.

Two different sources provide a good measure of perceived behavioural control. The first source is the European and World Value Surveys. These surveys question individuals on social and personal values and individual attributes. One of the available questions, namely question A173, reads as follows:

> Some people feel they have completely free choice and control over their lives, while other people feel that what they do has no real effect on what happens to them. Please use this scale (1-10) where 1 means “no choice at all” and 10 means “a great deal of choice” to indicate how much freedom of choice and control you feel you have over the way your life turns out.

This question perfectly captures the hallmark components of perceived behavioural control, namely freedom of choice and control beliefs. The World and European value surveys (WVS-EVS) have been carried out since 1981. Data for question A173 is available for 103 countries. Not all countries went through all 6 available waves of the surveys. Table 4.8 in the Appendix reports the oldest and most recent available year, as well as the total number of available surveys waves for each country. As ours is a country level analysis,

---

5Data for the first wave were collected between 1981 and 1984, for the second wave between 1989 and 1993. The third wave was conducted between 1994 and 1998, while the fourth between 1999 and
we computed an unconditional average of the individual answers for each available wave. This provides an indication of the “nationally perceived sense of control”.

The second alternative measure can be found in the Gallup Analytics World Poll survey data. These surveys question people’s will on a wide variety of topics. Within the citizen engagement part of the survey, one of the questions reads:

In this country, are you satisfied or dissatisfied with your freedom to choose what you do with your life?

The data provide the percentage of respondents who are satisfied or unsatisfied with their freedom of choice. Again, this question well depicts the level of behavioural control people feel in their countries. This data has been collected from 2005/2006 to 2016 mostly by means of face-to-face or landline phone interviews in 163 countries. Table 4.8 in the Appendix reports the available year for each country. On average, 1,083 respondents were surveyed in each country. Not all countries were surveyed every year within this time period.6 Differently from the WVS, Gallup data analytics already provides an aggregate measure which is the share of the sample population which is satisfied with the freedom of choice it experiences. We use this as a country level measure for perceived behavioural control.

Both datasets present advantages and disadvantages. The World and European Value surveys question captures better than the Gallup World Poll question the hallmark components of perceived behavioural control. In fact, while the former focuses on both freedom of choice and control over outcomes, the latter limits its attention to freedom of choice. Conversely, Gallup World Polls surveys are more complete. The number of countries covered is higher but also the length of the time series per country is on average higher than the one available in the World and European Value surveys.

Despite their peculiarities, there is a positive correlation between the two available measures of perceived behavioural control.7 Figure 4.1 presents a scatter plot of the two measures. Countries appear multiple times if both measure are jointly available for multiple years.

It can be observed that countries with high freedom of choice according to the Gallup World Poll surveys are also those in which people feel free to choose and control the outcome of their actions according to the World Value Surveys. Nonetheless, I will carry

---

6 Out of 163 countries, 6 were surveyed only once, 4 only twice, 6 only 3 times, 11 only 4 times. Five countries were surveyed 5 times, and 6 were surveyed 6 times, 5 were surveyed 7 times. Ten countries underwent 8 waves, 24 underwent 9 surveys, 23 underwent 10 and 63 were surveyed for a total of 10 years.

7 The correlation between the Gallup measure and the WVS one stands at 0.41.
4 Mental models and Institutions

Figure 4.1: Gallup vs WVS

out the analysis considering both and I will identify them by the name Gallup and WVS respectively in the regression tables.

As a measure of institutions, I use one of the most common indicators in the literature, that is rule of law as elaborated by Kaufmann and Kraay [2002]. This indicator ranges between -2.5 and 2.5 and considers the level of property rights protection, contract enforcement, the functioning and independence of the judiciary, including the police, and the probability of crime and violence in a country. This data was retrieved from the World Bank World Governance Indicators (WGI), for the years 1996, 1998, 2000 and from 2002 until 2015. As an alternative measure, I also use the ICRG Quality of Government Indicator. This a well known indicator in the literature and is the mean value of the ICRG variables “Corruption” “Law and Order” and “Bureaucracy Quality”. It ranges from 0 to 1 and is available from 1984 to 2015. These measures are also highly correlated, but I will present the main results of this chapter using both measures which will be identified by the acronym WGI and ICRG respectively in all subsequent figures and regression tables.

The main measure for economic performance is GDP per capita on a PPP basis. It was retrieved from the Penn World Tables mark 9.0. This data is available for a long time-span (1950-2014) and the specific year used in the empirical estimation is reported in the text or footnotes to each table.
4.4 Mental models and institutions

After having argued that mental model malleability is well proxied by perceived behavioural control and having described the best available measures for it, in this section I describe the relation between mental models and institutions. I will first evaluate a pooling model, second I will control for country and time fixed effects.

4.4.1 Pooling the data

As a first step in this analysis, I plot over time the Gallup measure for perceived behavioural control and rule of law for (WGI) all countries for which both measures are available. It appears to exist relation between the 2 variables. Countries wherein people feel they have a high freedom of choice tend also to have higher rule of law. Nonetheless, some continent heterogeneity exists.

Thus, in order to properly assess the relation between mental model and rule of law, I run the following pooling model

\[
RoL_{it} = \beta_0 + \beta_1 MM_{it} + \epsilon_{it} \tag{4.1}
\]

where \(RoL_{it}\) stands for the rule of law of country \(i\) at a specific point in time and \(MM_{it}\) identifies degree of mental models malleability proxied by perceived behavioural control. This model allows me to evaluate whether a change in mental models corresponds to a change in the institutional structures in place. The results of this specification are reported in Table 4.1. In column (1-5) I use the WGI as a dependent variable to measure institutions, while in column (6-10) I rely on the ICRG data. As for mental models, I alternatively rely on both available measures which are here indicated by Gallup and WVS.
Table 4.1: Panel regression: pooling

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: Rule of Law</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WGI (1)</td>
<td>ICGR (2)</td>
</tr>
<tr>
<td>Const.</td>
<td>$-2.287^{***}$</td>
<td>$-2.177^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.620)</td>
</tr>
<tr>
<td>Gallup</td>
<td>$0.032^{***}$</td>
<td>$0.018^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>WVS</td>
<td>$0.352^{***}$</td>
<td>$0.011$</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.069)</td>
</tr>
<tr>
<td>Log(GDPpc)</td>
<td>$0.591^{***}$</td>
<td>$0.556^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,239</td>
<td>201</td>
</tr>
<tr>
<td>R²</td>
<td>0.241</td>
<td>0.064</td>
</tr>
</tbody>
</table>

*Note:* The dependent variable is Rule of Law. In columns (1)-(5), rule of law is measured using the WGI data. In columns (6)-(10), rule of law is measured using the ICRG data. Perceived Behavioural control is measured using the both the Gallup data (Gallup) and the WVS data (WVS). Data on the log of GDP are retrieved from the Penn World Tables mark 9.0. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
When using the WGI indicator for rule of law and the Gallup measure for perceived
behavioural control, it can be seen that a ten percentage points increase in a country’s
freedom of choice will improve its rule of law by 0.32, allowing the country to move from
the rule of law of India or Tunisia to the rule of law of Italy in 2015. Given that the
WGI measure for rule of law ranges between -2.5 to +2.5, this is a considerable effect.
When controlling for economic outcomes, the coefficient of behavioural control nearly
halves but stays significant. This means that when controlling for per capita income, a
ten percentage points increase in perceived behavioural control generates a increase of
0.18 in rule of law.

These results are also confirmed when using the ICGR dataset to measure institutions
(see columns 6-10). In this case, a ten percentage points increase in freedom of choice
improves rule of law by 0.07 or 0.04 when controlling for per capita income. As the
country risk index is bounded between 0 and 1 this is not a negligible effect.

If we use the WVS data for perceived behavioural control and the WGI data for rule
of law, the effect remains positive. In this case a one point increase in the perceived
behavioural control, meaning shifting from most people in a country feeling not at all free
and in control of their life to barely so, leads to an increase of rule of law of 0.3. This
means that a one point increase in perceived behavioural control would lead a country
from the rule of law of Chile which stood at 1.33 in 2015, to the rule of law of Iceland
which was 1.67 in the same year. This effect remains significant even when using the
ICRG data as a dependent variable, but its size reduces noticeably. In this case a one
point increase in the WVS measure, leads to a 0.06 points increase in the ICRG rule of law.
Conversely, controlling for income makes the coefficient non-significant (see column 10)
but the coefficient’s size remains stable. It is worth acknowledging that when using WVS
data, the sample size drops significantly, thus one should be careful with the interpretation
of these coefficients.

Controlling for geographical country characteristics, namely the country absolute lati-
tude and longitude and whether or not the country is landlocked, does not alter the coeff-
ficients of mental models. Independently from the measure of institutions and perceived
behavioural control used, the effect of mental models remains positive and significant for
all model specifications. The detailed results are reported in Table 4.9 the Appendix.

Table 4.1 has shown that mental models and rule of law co-evolve on a cross-sectional
basis. Nonetheless, it is worth exploring country differences and see whether in each
country perceived behavioural control and rule of law consistently changed in the same
direction.
4.4.2 Country and time fixed effect models

An approximate idea of whether mental models affected countries’ institutional structures, can be gathered plotting perceived behavioural control and rule of law over time for some specific countries. This is depicted in Figure 4.2 where the data for selected countries is shown. Uniquely for illustrative purpose, to draw this figure I selected some countries primarily looking at the annual rate of growth of the two variable of interest. I specifically selected those countries whose annual change in rule of law and perceived behavioural control was the highest. Venezuela and the Syrian Arab Republic are the two countries in which both rule of law and perceived behavioural control deteriorated at the fastest pace. Venezuela saw its rule of law declining of 1.11 points and peoples’ satisfaction declined by 39 percentage points. In Syria, rule of law declined by 1.027 points and its citizens perceived behavioural control by 24 percentage points. In Liberia instead, people’s perceived freedom of choice decreased by 4 percentage points, while rule of law improved by 1.35 points. New Zealand and Italy were chosen mostly to have an equal representation of all continents.

Figure 4.2: Rule of Law vs Gallup: selected countries

This plot clearly shows that, at country level, the relation between mental models and institutions is much weaker. Despite a possible increase (decrease) in freedom of choice,
in some countries, there seems to be little change in rule of law. In order to quantify this effect, for all countries in my sample, I run the following model

$$RoL_{it} = \beta_{0,t} + \beta_1 MM_{it} + \epsilon_{it}$$

where I include country fixed effects to remove the impact on rule of law of fixed country characteristics potentially correlated with mental models. Again, $RoL_{it}$ is my dependent variable for rule of law and $MM_{it}$ is the main regressor for mental models. The results of this model specification are reported in table 4.2. As in Table 1, in columns (1-5) I rely on the WGI data to measure institutions, while in columns (6-10) I use the ICRG data.
Table 4.2: Panel regression: country fixed effects

<table>
<thead>
<tr>
<th></th>
<th>WGI</th>
<th>ICGR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.004***</td>
<td>0.002***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.115***</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.052)</td>
</tr>
<tr>
<td>log(GDPpc)</td>
<td>0.102***</td>
<td>0.214***</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.048)</td>
</tr>
</tbody>
</table>

| Observations   | 1,239      | 201        | 2,802 | 1,083 | 199  | 1,064 | 274  | 3,833 | 941  | 273  |
| R²             | 0.048      | 0.054      | 0.026 | 0.109 | 0.210 | 0.004 | 0.037 | 0.001 | 0.005 | 0.061 |
| Country FE     | Yes        | Yes        | Yes   | Yes   | Yes  | Yes   | Yes  | Yes   | Yes  | Yes  |

Note: The dependent variable is Rule of Law. In columns (1)-(5), rule of law is measured using the WGI data. In columns (6)-(10), rule of law is measured using the ICRG data. Perceived Behavioural control is measured using the both the Gallup data (Gallup) and the WVS data (WVS). Data on the log of GDP are retrieved from the Penn World Tables mark 9.0. In all models, we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
In general, it can be noticed that when controlling for country heterogeneity, the relation between mental models and institutions weakens by one order of magnitude with respect to the pooling regression presented in Table 4.1. In case perceived behavioural control is measured using the Gallup data and institutions are measured by means of the WGI data, a ten percentage points increase in people’s perceived freedom of choice leads to a 0.04 increase in rule of law. This means that this increase in freedom of choice would allow the country to move from the rule of law of Botswana in 2015 to that of Uruguay in the same year. The coefficient halves when controlling for per capita income. If we use the ICRG measure for institutions, the effect of mental models becomes smaller and not significant. When instead mental models are proxied by the WVS data, and institutions are measure by the WGI rule of law measure, shifting from people feeling not at all to barely free or in control generates a 0.11 increase in rule of law. This effect is not significant when controlling for income, and even becomes negative when instead institutions are measured using the ICRG data. The sample size may play an important role in this.

I also carried out an estimation allowing for both country and time fixed effects. In this case the model estimated is

\[
\text{RoL}_{it} = \beta_0 + \beta_1 \text{MM}_{it} + \delta_t + \epsilon_{it} \tag{4.3}
\]

The results are presented in Table 4.3.
### Table 4.3: Panel regression: country and time fixed effects

<table>
<thead>
<tr>
<th>Dependent variable: Rule of Law</th>
<th>WGI</th>
<th>ICGR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.003***</td>
<td>0.002**</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.044</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.047)</td>
</tr>
<tr>
<td>log(GDPpc)</td>
<td>0.165***</td>
<td>0.219***</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.068)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,239</td>
<td>201</td>
</tr>
<tr>
<td>R²</td>
<td>0.027</td>
<td>0.007</td>
</tr>
<tr>
<td>Country FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Time FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: The dependent variable is Rule of Law. In columns (1)-(5), rule of law is measured using the WGI data. In columns (6)-(10), rule of law is measured using the ICRG data. Perceived Behavioural control is measured using the both the Gallup data (Gallup) and the WVS data (WVS). Data on the log of GDP are retrieved from the Penn World Tables mark 9.0. In all models, we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
4.5 Mental models and growth

This table clearly shows that the coefficient for mental models proxied by the Gallup data, in spite of being small, is stable and significant when institutions are measured using the WGI indicator for rule of law. The effect disappears when we use the ICRG measure for institutions. If we use the WVS data, the effect of mental models on institutions disappears, no matter which of the two measure of institutions we refer to. Table 4.10 in the Appendix, show the first difference estimates. In this case, the coefficient for mental model is very small and not significant.

Summarising, available data suggest that mental models and institutions co-evolve. Most of the variation is nonetheless cross-sectional, not surprisingly. This relation weakens but stays significant when controlling for country fixed effects and measuring institutions via the WGI data.

4.5 Mental models and growth

According to the arguments exposed in section 4.2, countries wherein people perceive high freedom of choices and control should have better institutions and be wealthier. The importance of institutions on growth has been widely acknowledged. Conversely, very few study have been testing whether mental models play an independent role with respect to institutions on the path of growth of countries. Alesina and Giuliano [2015] advocate increased attention to both institutional and mental models. They claim that “we need to do more to fully understand their complementarities and how they jointly affect development” [Alesina and Giuliano, 2015, p.938]. In this second part of the chapter, I start from these premises and proceed using two different estimation techniques. First, I use panel data and estimate the effect of mental models and institutions on growth using a pooling model and a model which takes country and time fixed effects into account. Subsequently, I use cross-sectional instrumental variables regressions. There are in fact multiple reasons to move from a panel to a cross-sectional analysis. First, most of the effect that institutions and/ or mental models exert on growth is cross-sectional. This is a well known result in the literature [Acemoglu et al., 2014]. Moreover, several reverse causalities could be at work, as I argue at length in the following pages and this calls for the use of instrumental variable regressions. Ideally, one would like to have a time variant instrument to fully assess the chain of causal relations. Nonetheless, these types of instruments are hard to find. Recently, Acemoglu et al. [2014] rely on regional waves of democratisation as a exogenous source of variation in democracy levels. I, conversely, rely on time invariant instruments. Thus, a cross-sectional IV strategy is to be considered a first step in the attempt to uncover a possible independent effect of mental models and institutions on growth rates.
4 Mental models and Institutions

4.5.1 Pooling, country and time fixed effects models

In order to provide an approximate idea on whether countries with highly malleable mental models are more affluent, I plot in Figure 4.3 my main variable for income and the Gallup measure of freedom of choice. In can be seen that a positive correlation between

![Figure 4.3: Log of Income per capita vs Gallup](image)

the two variables exists, but, to properly assess the validity of this correlation I estimate the following pooling model

\[
y_{it} = \beta_0 + \beta_1 MM_{it} + \beta_2 INS_{it} + \beta_3 GEO_i + \epsilon_i
\]  

(4.4)

where \(i\) indexes the countries analysed, \(y_i\) is a measure of economic outcome at time \(t\) such as log income per capita, \(MM_{it}\) represents my measure of mental model malleability at time \(t\), \(INS_{it}\) is a measure for institutions and \(GEO_i\) identifies a common vector of time-independent geographical controls (latitude, longitude and a dummy variable for landlocked countries).

It is also worth exploring whether time and country fixed effects are relevant. For this purpose, I estimate the following model

\[
y_{it} = \beta_{0,i} + \beta_1 MM_{it} + \beta_2 INS_{it} + \delta_t + \epsilon_{it}
\]  

(4.5)
wherein differently from above, $\beta_{0,i}$ denotes the full set of country fixed effects and $\delta_t$ indicates year fixed effects. The estimates of model 4.4 are presented in table 4.4 columns (1-3), whereas estimates for model 4.5 are presented in columns (4-6). In this table I use only the Gallup measure for mental models.
### 4 Mental models and Institutions

#### Table 4.4: Panel regression: pooling and individual fixed effects

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: Log(GDP per capita)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pooling</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Const.</td>
<td>6.473***</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.597***</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
</tr>
<tr>
<td>Icrg</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.731***</td>
</tr>
<tr>
<td></td>
<td>(0.063)</td>
</tr>
<tr>
<td>Long.</td>
<td>−0.001</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.044***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,035</td>
</tr>
<tr>
<td>$R^2$(pooling)</td>
<td>0.550</td>
</tr>
<tr>
<td>$R^2$(within)</td>
<td></td>
</tr>
<tr>
<td>Country FE</td>
<td>Yes</td>
</tr>
<tr>
<td>Time FE</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Note:** The dependent variable is Log of GDP (at purchasing power parity) per capita from the Penn World Tables. In columns (1)-(3), we run a pooling model. In columns (4)-(6), I consider country and time fixed effects. Perceived Behavioural control is measured using the Gallup data. Institutions are measured using both the WGI and the ICRG data alternatively. In columns (1)-(3), we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.4 shows that mental models have an effect on per capita income growth. Most of the effect is cross-sectional as can be seen in columns (1-3). A ten percentage points increase in freedom of choice generates a 24 percent increase in income per capita. The coefficient decreases when controlling for institutional quality. In this case increasing perceived freedom by 10 percentage points leads to an income per capita increase of 5 (see column 2) or 8 log points (see column 3) depending how institutions are measured. This means that if in Venezuela in 2014 the share of individuals feeling in control of their life had been ten points higher, meaning 66% rather than 56%, per capita income would have been 700 US dollars higher, reaching 14707 US dollars per year. When we allow for country and time fixed effects, the coefficient is smaller (see columns (4-6)). Specifically, if we do not control for institutional quality, a ten percentage points increase in freedom of choice generates a 2 percent increase in income per capita. Conversely, if institutional quality is accounted for, increasing freedom by 10 percentage points increases income per capita by 1 or 2 percent depending on the data used for institutions (see column 5 and 6 respectively). I estimated these models also using the WVS data as a proxy for mental models. The results are presented in Table 4.11 in the Appendix. Also in this case, when controlling for country and time fixed effects the effect of mental models on growth weakens and even becomes not significant mostly because of the reduced sample size.

The above reported relationships show that mental models have a positive effect on growth. But one should be careful to interpret these relations as they might suffer from endogeneity problems. In fact, there are several reasons to believe in the presence of an estimation bias.

Firstly, reverse causalities linking mental models, institutions and income could be in place. While geography is considered an exogenous variable that affects income per capita directly affecting agricultural productivity and morbidity, mental models and institutions are instead endogenous variables and reverse causalities are at work. Mental models affect income directly through possibly labor productivity for instance, but also indirectly through institutions. At the same time, higher mental models’ malleability might be the result of increased domestic productivity and/or improved institutional structures rather than the cause thereof. Even in case of institutions reverse causality should be acknowledged. Although improvements in rule of law can directly affect income levels, it is also possible that higher quality institutions emerge as a consequence of higher income. At the same time, higher quality institutions might be the result of mental models’ malleability. Secondly, there could be many omitted variables that affect economic performance and that might be naturally correlated with institutions and mental models. Moreover, ideally, in order to establish causality between mental models and growth, one would like to have a reliable measure of mental model’s malleability from centuries
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ago to see how differences in past perceived behavioural control levels affected long-run
development. Unfortunately, the best available measures of mental models malleability
are recent and this poses some concerns of endogeneity.

To address these issues, in the next section, I use the instrumental variable framework.

4.5.2 IV regressions

In this section I run instrumental variable regressions to mitigate the reverse causalities
mentioned above. Following previous literature, I have to rely on time independent
instruments and this calls for the use of cross-sectional data.

More specifically, I employ the following basic econometric specification

\[ y_i = \beta_0 + \beta_1 MM_i + \beta_2 INS_i + \beta_3 GEO_i + \varepsilon_i \] (4.6)

where \( i \) indexes the countries analysed, \( y_i \) is a measure of economic outcome namely log
of per capita income in 2010, \( MM_i \) represents my measure of mental model malleability,
\( INS_i \) measure institutional quality and \( GEO_i \) identifies a common vector of geographical
controls. Differently from above, \( MM_i \) and \( INS_i \) are considered endogenous variables
and will be instrumented in the first stage as follows

\[ MM_i = \beta_0 + \beta_1 DIST_i + \beta_2 GEO_i + \varepsilon_{MM,i} \] (4.7)

\[ INS_i = \beta_0 + \beta_1 SETT_i + \beta_2 GEO_i + \varepsilon_{INS,i} \] (4.8)

To measure institutions, I use the an average of the WGI rule of law over the period
1996-2009 as well as the average of protection against expropriation risk component from
the ICRG dataset for the period 1985-2009. The latter is the same measure used by
Gorodnichenko and Roland [2017] and Acemoglu et al. [2001] although, in their case, the
average is calculated over a shorter time period (i.e.1985-2001). As for mental models
I rely on the oldest available datapoint in both the Gallup and WVS data. In the text
below, I will describe thoroughly only the case in which mental models are proxied using
the Gallup data. Tables 4.14 and 4.16 in the Appendix present the results in case mental
models are measured using the WVS data.

As an instrument for institutions, I will use the well-established settler mortality data
[Acemoglu et al., 2001]. For what concerns mental models, a foolproof instrument is hard
to find. I decided to rely on the geometric distance between the frequency of blood types
in country \( i \) and the frequency of blood types in a specific benchmark country as an
instrument for mental models. This measure has been recently used by Gorodnichenko
and Roland [2017]. In their paper, the geometric distance between the frequency of blood
4.5 Mental models and growth

The frequencies of blood types in the UK was used to instrument a measure of individualism and it proved to be a fairly strong instrument. They chose the UK as reference country because the United Kingdom is the most individualistic nation in their sample. Along the same reasoning, I use Norway as a benchmark country and construct the geometric distance between the frequency of blood types accordingly. Norway is, in my sample the country which over the period 2005-2016 has on average the highest level of perceived behavioural control, as measured by the Gallup data poll.\footnote{As a robustness check (not shown), I also calculated the genetic distance of all countries using Mexico as a benchmark. Mexico was chosen because this is the country which has the highest average perceived behavioural control measured using the WVS. Results do not seem to change.}

I used the data on frequency of blood types elaborated by Gorodnichenko and Roland [2017] and calculated the geometric genetic distance measure as follows

$$
Dist_{i,NOR} = \left[ (\bar{f}_{bloodA,NOR} - \bar{f}_{bloodA,i})^2 + (\bar{f}_{bloodB,NOR} - \bar{f}_{bloodB,i})^2 \right]^{1/2} \tag{4.9}
$$

where \(\bar{f}_{bloodA}\) and \(\bar{f}_{bloodB}\) denote the frequency of blood type A and B respectively, \(i\) indicates the country, and \(NOR\) stands for the index for Norway the country from which the Euclidean distance is calculated. \footnote{Refer to Gorodnichenko and Roland [2017] for a detailed discussion on the measure and the various sources. Although, Gorodnichenko and Roland [2017] do not mention this, I believe that the genetic distance measure is calculated using blood types A and B due to data availability. In fact, group 0 and AB are rare. In the Appendix I show that the results are stable even when we calculate the distance between the frequency of blood types in country \(i\) with respect to the frequency of blood types in the UK as Gorodnichenko and Roland [2017] did.}

There are several reasons to believe that this could be a plausible instrument. First, both mental models and genes are vertically transmitted over generations of individuals. Parents pass down their genes as well as their world views. Thus, measures of genetic distance can be considered as a proxy for differences in mental models. To be clear, when using genetic distance as an instrument, I do not call for a causal relation between genes and mental models. I simply exploit the correlation between genetic distance and mental model differences across countries because both genes and world-views are transmitted from parents to children. Additionally, blood types are considered a neutral genetic marker. There is no evidence that the distribution of blood types affect countries’ wealth [Gorodnichenko and Roland, 2017]. Moreover, it is also unlikely that economic development affects genetic pools in a short time-span. Thus, this measure is very likely to satisfy the exclusion restriction.

The use of genetic distance is not new in this literature. As mentioned above, my instrument, and its elaboration, is clearly inspired by Gorodnichenko and Roland’s work [2017]. They interpret the genetic distance as a proxy for a specific cultural trait that is the degree of individualism within societies, which in their view is a source of a potential
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bias distorting people’s propensity to strive for social status, personal achievement and innovation. Recalling Max Weber’s view on the protestant ethic of Calvinism, they claim that the pursuit of one’s profession and status in society is a powerful force behind development. They use the well-established indicator elaborated by Hofstede [2003] to measure individualism. Theirs is mainly a cross-sectional analysis. My study instead focuses on mental models and I rather use genetic distance as a proxy for mental models’ malleability and claim that the perceived capacity to freely choose and control life’s outcomes is likely to trigger motivation for economic effort. Genetic measures have been also used by Guiso et al. [2009] and Spolaore and Wacziarg [2009]. Guiso et al. [2009] use genetic distance as to proxy cultural and genetic dissimilarity which affects trust levels and engagement in trade activities in societies. Spolaore and Wacziarg [2009] consider genetic distance as an obstacle to technology diffusion because distance impedes communication and thus populations that are far from one another will have more difficulty communicating and thus benefit less from innovation.

Table 4.5 presents the OLS and IV estimates. The dependent variable is log income per capita in 2010, whereas mental models are proxied using the oldest available data point in the Gallup dataset and institutions are measured by an average of protection against expropriation risk component from the ICRG dataset. All variables have been standardised because metric-free coefficients can be easily compared, they are often used in these types of growth regressions [Rodrik et al., 2004], and last they seem to give better results.

Columns (1-3) present the basic OLS estimates for the full sample. As can be seen in column (1) the coefficient for mental models measured by means of the oldest available Gallup data is positive and significant. Specifically, increasing individuals freedom of choice by 13.54 points, i.e. one standard deviation, leads to an increase in log income of 0.55 (i.e. 0.47*1.176 which is \(\beta\) times the standard deviation of income). This effect disappears when, in column (3), institutions and geographical variables are added. In column (4) and (5) I instrument the Gallup data on mental models by the genetic distance from Norway. In column (5), I also control for institutional quality using the ICRG data on expropriation risks and property rights protection. When instrumented, the coefficient for mental models becomes twice as large as the one obtained with the OLS and stays significant. In these cases, one standard deviation increase in freedom of choice generates approximately one log point increase in income per capita. Once mental models are instrumented and institutions and geography are accounted for (see columns(5)), the coefficient of mental models declines but stays positive and significant. Thanks to this model specification we can explain 47 percent of the variation of per capita income. The geometric distance between the frequency of blood types in country \(i\) and the frequency of
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blood types in Norway proves to be a strong instrument as shown by the high first stage F-statistics (refer to Table 4.12 in the Appendix for details on the first stage regressions). In column (6), both mental models and institutions are instrumented. In this case, none of the regressors is significant but their size is relatively stable. It is worth mentioning that this model exhibits a very poor fit to the data as shown by the negative $R^2$ obtained.

Table 4.5: Relative effects of institutions (Icrg) and mental models (Gallup) on economic development

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td>$-0.000$</td>
<td>$-0.000$</td>
<td>$0.046$</td>
</tr>
<tr>
<td></td>
<td>$(0.080)$</td>
<td>$(0.057)$</td>
<td>$(0.054)$</td>
</tr>
<tr>
<td>Gallup</td>
<td>$0.471^{***}$</td>
<td>$0.098$</td>
<td>$1.074^{***}$</td>
</tr>
<tr>
<td></td>
<td>$(0.070)$</td>
<td>$(0.062)$</td>
<td>$(0.203)$</td>
</tr>
<tr>
<td>Icrg</td>
<td>$0.779^{***}$</td>
<td>$0.544^{***}$</td>
<td>$0.318^{**}$</td>
</tr>
<tr>
<td></td>
<td>$(0.057)$</td>
<td>$(0.070)$</td>
<td>$(0.158)$</td>
</tr>
<tr>
<td>Lat.</td>
<td>$0.375^{***}$</td>
<td>$0.128$</td>
<td>$-0.348$</td>
</tr>
<tr>
<td></td>
<td>$(0.052)$</td>
<td>$(0.131)$</td>
<td>$(0.594)$</td>
</tr>
<tr>
<td>Long.</td>
<td>$-0.002$</td>
<td>$-0.018$</td>
<td>$-0.052$</td>
</tr>
<tr>
<td></td>
<td>$(0.042)$</td>
<td>$(0.070)$</td>
<td>$(0.111)$</td>
</tr>
<tr>
<td>Landlocked</td>
<td>$-0.249^*$</td>
<td>$-0.500$</td>
<td>$-0.398$</td>
</tr>
<tr>
<td></td>
<td>$(0.133)$</td>
<td>$(0.335)$</td>
<td>$(0.349)$</td>
</tr>
</tbody>
</table>

1st stage F-Stat. (Gallup) | 23.92 | 36.03 | 16.79
1st stage F-Stat. (Icrg)     | 1.68
Observations                 | 120  | 120  | 120  | 54   | 54   | 54
$R^2$                        | 0.222 | 0.607 | 0.723 | 0.158 | 0.478 | -0.081
Residual Std. Error          | 0.886 | 0.630 | 0.538 | 0.812 | 0.665 | 0.958

Note: The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measure by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries is used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
These results are confirmed when the same model specifications are estimated using the WGI data for institutional quality. These estimates are presented in Table 4.6. Surprisingly, even when using the WGI rule of law measure, a one standard deviation increase in perceived freedom, increases income per capita by 0.5 log points. The effect of mental models on growth increases in case I use genetic distance as and instrument and control for institutional quality (see column(5)). The results presented in column (6), when both mental models and institutions are instrumented, are inconclusive. In Table 4.14 and table 4.16 in the Appendix, I estimate the same models but using the WVS data for mental models. Also, in the Appendix I present the details of the first stage estimations. There is no remarkable difference between these results and those presented above. Nonetheless, it is worth mentioning that the genetic distance between the frequency of blood types is a very poor instrument for the WVS data. This has most probably to do with the fact that the sample size is much smaller. There are only 33 or 34 countries for which both the WVS and the settler mortality data are available.
### Relative effects of institutions (WGI) and mental models (Gallup) on economic development

#### Table 4.6: Relative effects of institutions (WGI) and mental models (Gallup) on economic development

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td>0.000</td>
<td>0.000</td>
<td>0.093∗</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.054)</td>
<td>(0.054)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.467∗∗∗</td>
<td>0.066</td>
<td>1.110∗∗∗</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.067)</td>
<td>(0.199)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.763∗∗∗</td>
<td>0.514∗∗∗</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.083)</td>
<td>(0.311)</td>
</tr>
<tr>
<td>lat.</td>
<td>0.337∗∗∗</td>
<td></td>
<td>0.276</td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td></td>
<td>(0.192)</td>
</tr>
<tr>
<td>long.</td>
<td>0.043</td>
<td></td>
<td>−0.007</td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td></td>
<td>(0.082)</td>
</tr>
<tr>
<td>landlocked</td>
<td>−0.381∗∗∗</td>
<td>−0.475</td>
<td>−0.689∗∗</td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
<td>(0.379)</td>
<td>(0.331)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st stage F-Stat. (Gallup)</th>
<th>1st stage F-Stat. (WGI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>143</td>
<td>143</td>
</tr>
<tr>
<td>R²</td>
<td>0.218</td>
<td>0.582</td>
</tr>
<tr>
<td>Residual Std. Err</td>
<td>0.887</td>
<td>0.649</td>
</tr>
</tbody>
</table>

**Note:** The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measured by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01.

Robust standard error in parentheses.

I also run the same model specifications using the log of income per worker in 2000 as a dependent variable. This is the main dependent variable used by Gorodnichenko and Roland [2017] and Rodrik et al. [2004]. The main results are confirmed (see Tables 4.18, 4.19, 4.20 and 4.21 in the Appendix). According to the OLS specification, mental models have a positive and significant effect on growth. But, when mental models are instrumented by the genetic distance between blood types using Norway as the reference country and at the same time the institutional measure is instrumented by settler mortality, mental models exert no significant influence on growth. As pointed above, the evidence suggests that genetic distance is not a good instrument for the World Value Survey data.
As an additional robustness check, I also used the geometric distance between the frequency of blood types using the UK rather than Norway as the benchmark country. This is the exact same instrument used by Gorodnichenko and Roland [2017]. The results are qualitatively the same as those presented above. They are presented in Tables 4.22 to 4.25 in the Appendix.

To conclude, in this section, I tried to mitigate the reverse causalities linking mental models, institutions and income growth. Due to the lack of well-suited time variant instruments, I used cross-sectional regressions. I provided weak evidence that suggests that mental models’ malleability has a positive effect on growth. Some caveats in fact apply. Firstly, the instrument used for mental models proves quite strong when we use the Gallup data, but not when the WVS measure is used. This might have mainly to do with imperfect overlap between coverage of settler mortality and WVS data. Second, the effect of mental models is rather sensitive to including institutional quality measures in the OLS regression. And, when both my main regressors for institutions and mental models are instrumented, the effect of mental models on growth looses significance in most specifications but it keeps being positive and of consistent magnitude. Institutions seem to encompass most of the effect that mental models exert on growth. This is not entirely surprisingly given that institutions and mental models co-evolve as shown in the first part of this study using panel data. These coefficients should, nonetheless, be interpreted with care given the small sample size. Future research should re-assess these results when more data become available.

4.6 Conclusions

In this study, I first assess the co-evolution of mental models and institutions. This is the first study which aims to test empirically within this framework whether, as claimed by North [1994], Denzau and North [1994] and Mantzavinos et al. [2004], a “intimate” relation between mental models’ stickiness and institutions exists. I test this hypothesis using cross-country and micro-level data. The evidence shows a positive relationship between mental models and institutions. Nonetheless, most of the variation is cross-sectional. When controlling for country fixed effects I show that a ten percentage points increase in perceived freedom of control leads to a 0.04 points increase in rule of law, as measured in the WGI. This would allow a country like Botswana to reach the rule of law of Uruguay, for instance.

In the second part of the chapter, following Alesina and Giuliano’s (2015) suggestion, I instead explore whether mental models can affect economic growth independently from institutions. A pooling model shows that mental models matter for growth and their
effect is independent from institutions. This effect declines when allowing for country and time fixed effects. In order to tackle possible endogeneity issues, I use cross-sectional IV models and present some weak evidence on the fact that mental models independently affect growth. The estimates obtained are to be interpreted with care due to the imperfect overlap between the coverage of the main regressors and their instruments.

This study is not exempt from possible pitfalls. The first issue relates to the scarcity of the data available. The findings of this chapter should be re-assessed when more data become available. Secondly, I operationalised the measurement of mental models using a specific introspective belief which is perceived behavioural control. It is nevertheless worth acknowledging that mental models also act upon and mold other self-evaluation concepts. A wide range of possible replication is possible along these lines. Third, in this study I relied on time invariant instruments. But it should be acknowledged that time variant instruments and thus panel IV strategies would be ideal to properly assess the presence of a causal relation between mental models and growth.

Nonetheless, I believe this study is amongst the firsts to stress the role that mental models, through their influence on introspective beliefs, play on evolution of institutions and countries’ growth. And, it paves the way towards a richer view of institutional change and ultimately economic development. It is well known that Sen’s capability theory stresses that an increase in economic and political freedoms benefits everyone. Development is thus considered as a path towards the expansion of the economic and political freedoms individuals can enjoy [Sen, 2001]. Social psychologists, additionally, argue that in order to be able to enjoy those freedoms, individuals should not only be given the appropriate means but also have specific expectations and perceptions concerning the outcome of their choices. This chapter combines these ideas and shows the importance of mental models in defining the salience of certain beliefs and thus individuals’ sense of control and freedom of choice. I show some evidence that mental models and the ‘rules of the game’ co-evolve. If people perceive little freedom in their lives, they will continue to think about the world and their role in it in static fashion [Fehr and Hoff, 2011]. They will not change their behaviour and institutions will not ameliorate. Conversely, increasing people’s perceived freedom is likely to prompt a change in the quality of institutions. Ultimately, mental models might condition economic development. This study provides some evidence which suggests that, for a country to be wealthier, an increase in rule of law is important but at the same time an expansion in its citizens perception of control and freedom of choice should be promoted.
### 4.7 Appendix: Additional information and robustness checks

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental model WVS</td>
<td>World Value Surveys</td>
</tr>
<tr>
<td>Mental models Gallup</td>
<td>Gallup Analytics</td>
</tr>
<tr>
<td>Rule of Law WGI</td>
<td>World Governance Indicators</td>
</tr>
<tr>
<td>Rule of Law ICRG</td>
<td>International Country Risk Guide (ICRG)</td>
</tr>
<tr>
<td>Protection against expropriation risk (ICRG)</td>
<td>Gorodnichenko and Roland 2017</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>Penn World Tables (PWT) mark 9.0</td>
</tr>
<tr>
<td>Frequencies of blood types</td>
<td>Gorodnichenko and Roland 2017</td>
</tr>
<tr>
<td>(used to compute the geometric distance between each country and Norway)</td>
<td></td>
</tr>
</tbody>
</table>
### 4.7 Appendix: Additional information and robustness checks

Table 4.8: Data for perceived behavioural control: available years

<table>
<thead>
<tr>
<th>Country</th>
<th>1st. Wave</th>
<th>Last Wave</th>
<th>number of waves</th>
<th>1st. Wave</th>
<th>Last Wave</th>
<th>number of waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>2010</td>
<td>2012</td>
<td>3</td>
<td>2002</td>
<td>2013</td>
<td>2</td>
</tr>
<tr>
<td>Angola</td>
<td>2011</td>
<td>2014</td>
<td>4</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Argentina</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1984</td>
<td>2013</td>
<td>6</td>
</tr>
<tr>
<td>Australia</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1981</td>
<td>2012</td>
<td>4</td>
</tr>
<tr>
<td>Austria</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1990</td>
<td>2008</td>
<td>3</td>
</tr>
<tr>
<td>Bahrain</td>
<td>2009</td>
<td>2016</td>
<td>8</td>
<td>2014</td>
<td>2014</td>
<td>1</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1996</td>
<td>2002</td>
<td>2</td>
</tr>
<tr>
<td>Belgium</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1981</td>
<td>2009</td>
<td>4</td>
</tr>
<tr>
<td>Belize</td>
<td>2007</td>
<td>2014</td>
<td>2</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Benin</td>
<td>2006</td>
<td>2016</td>
<td>8</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Bhutan</td>
<td>2013</td>
<td>2015</td>
<td>3</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Bolivia</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Bosnia and Herzegovina</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2001</td>
<td>2008</td>
<td>2</td>
</tr>
<tr>
<td>Botswana</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Brazil</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1991</td>
<td>2014</td>
<td>3</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>2007</td>
<td>2007</td>
<td>1</td>
</tr>
<tr>
<td>Burundi</td>
<td>2008</td>
<td>2014</td>
<td>4</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Cambodia</td>
<td>2007</td>
<td>2016</td>
<td>10</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Cameroon</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1982</td>
<td>2006</td>
<td>4</td>
</tr>
<tr>
<td>Central African Republic</td>
<td>2007</td>
<td>2016</td>
<td>4</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Chad</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Chile</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1990</td>
<td>2011</td>
<td>5</td>
</tr>
<tr>
<td>China</td>
<td>2008</td>
<td>2013</td>
<td>6</td>
<td>1990</td>
<td>2012</td>
<td>5</td>
</tr>
<tr>
<td>Colombia</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1998</td>
<td>2012</td>
<td>3</td>
</tr>
<tr>
<td>Comoros</td>
<td>2009</td>
<td>2012</td>
<td>4</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Congo, Dem. Rep</td>
<td>2009</td>
<td>2016</td>
<td>7</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Congo, Rep.</td>
<td>2008</td>
<td>2016</td>
<td>7</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Cote d'Ivoire</td>
<td>2009</td>
<td>2016</td>
<td>5</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Croatia</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>1996</td>
<td>2008</td>
<td>3</td>
</tr>
<tr>
<td>Cuba</td>
<td>2006</td>
<td>2016</td>
<td>2</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Cyprus</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2006</td>
<td>2011</td>
<td>3</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1991</td>
<td>2008</td>
<td>4</td>
</tr>
<tr>
<td>Denmark</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1981</td>
<td>2008</td>
<td>4</td>
</tr>
<tr>
<td>Djibouti</td>
<td>2008</td>
<td>2011</td>
<td>4</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1996</td>
<td>1996</td>
<td>1</td>
</tr>
<tr>
<td>Ecuador</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2013</td>
<td>2013</td>
<td>1</td>
</tr>
<tr>
<td>El Salvador</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1999</td>
<td>1999</td>
<td>1</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2012</td>
<td>2016</td>
<td>5</td>
<td>2007</td>
<td>2007</td>
<td>1</td>
</tr>
<tr>
<td>Finland</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>1981</td>
<td>2009</td>
<td>6</td>
</tr>
<tr>
<td>Gabon</td>
<td>2011</td>
<td>2016</td>
<td>6</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Georgia</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1996</td>
<td>2014</td>
<td>4</td>
</tr>
<tr>
<td>Germany</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1981</td>
<td>2013</td>
<td>6</td>
</tr>
<tr>
<td>Greece</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1999</td>
<td>2008</td>
<td>2</td>
</tr>
<tr>
<td>Guatemala</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2004</td>
<td>2004</td>
<td>1</td>
</tr>
<tr>
<td>Guinea</td>
<td>2011</td>
<td>2016</td>
<td>6</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Guyana</td>
<td>2007</td>
<td>2016</td>
<td>1</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Haiti</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Honduras</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Hong Kong SAR, China</td>
<td>2006</td>
<td>2016</td>
<td>8</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Hungary</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1982</td>
<td>2009</td>
<td>6</td>
</tr>
<tr>
<td>Iceland</td>
<td>2008</td>
<td>2016</td>
<td>5</td>
<td>1984</td>
<td>2009</td>
<td>4</td>
</tr>
<tr>
<td>India</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1990</td>
<td>2014</td>
<td>5</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2003</td>
<td>2006</td>
<td>2</td>
</tr>
<tr>
<td>Iraq</td>
<td>2008</td>
<td>2016</td>
<td>8</td>
<td>2004</td>
<td>2012</td>
<td>3</td>
</tr>
<tr>
<td>Ireland</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1981</td>
<td>2008</td>
<td>4</td>
</tr>
<tr>
<td>Israel</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Italy</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1981</td>
<td>2009</td>
<td>5</td>
</tr>
<tr>
<td>Jamaica</td>
<td>2006</td>
<td>2014</td>
<td>4</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Country</td>
<td>First Year</td>
<td>Last Year</td>
<td>Data 1</td>
<td>Data 2</td>
<td>Data 3</td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------</td>
<td>-----------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2011</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1982</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>Kosovo</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2014</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Kuwait</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2003</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Laos PDR</td>
<td>2006</td>
<td>2011</td>
<td>4</td>
<td>2001</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Lebanon</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Lesotho</td>
<td>2007</td>
<td>2016</td>
<td>8</td>
<td>2014</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Libya</td>
<td>2012</td>
<td>2016</td>
<td>3</td>
<td>2014</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td>2008</td>
<td>2016</td>
<td>8</td>
<td>1999</td>
<td>2008</td>
<td></td>
</tr>
<tr>
<td>Malawi</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2006</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Mauritania</td>
<td>2007</td>
<td>2016</td>
<td>10</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Morocco</td>
<td>2010</td>
<td>2016</td>
<td>7</td>
<td>2003</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Myanmar</td>
<td>2012</td>
<td>2016</td>
<td>4</td>
<td>2014</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Namibia</td>
<td>2007</td>
<td>2014</td>
<td>2</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Nicaragua</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Oman</td>
<td>2011</td>
<td>2011</td>
<td>1</td>
<td>2012</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2001</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1990</td>
<td>2009</td>
<td></td>
</tr>
<tr>
<td>Qatar</td>
<td>2008</td>
<td>2012</td>
<td>4</td>
<td>2010</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>Romania</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>1993</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1982</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Sudan</td>
<td>2009</td>
<td>2016</td>
<td>7</td>
<td>2001</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>Suriname</td>
<td>2012</td>
<td>2012</td>
<td>1</td>
<td>2012</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Swaziland</td>
<td>2011</td>
<td>2011</td>
<td>1</td>
<td>2011</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>2006</td>
<td>2015</td>
<td>6</td>
<td>1989</td>
<td>2008</td>
<td></td>
</tr>
<tr>
<td>Taiwan, China</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>1994</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Tajikistan</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2008</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2007</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>2006</td>
<td>2013</td>
<td>4</td>
<td>2006</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Tunisia</td>
<td>2009</td>
<td>2016</td>
<td>8</td>
<td>2013</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>1996</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Turkmenistan</td>
<td>2012</td>
<td>2016</td>
<td>5</td>
<td>2005</td>
<td>2005</td>
<td></td>
</tr>
</tbody>
</table>
### 4.7 Appendix: Additional information and robustness checks

<table>
<thead>
<tr>
<th>Country</th>
<th>Start Year</th>
<th>End Year</th>
<th>Start Year</th>
<th>End Year</th>
<th>Robustness Checks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uganda</td>
<td>2006</td>
<td>2016</td>
<td>2001</td>
<td>2001</td>
<td>1</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>2006</td>
<td>2016</td>
<td>8</td>
<td>2011</td>
<td>1</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>2006</td>
<td>2016</td>
<td>1996</td>
<td>2000</td>
<td>2</td>
</tr>
<tr>
<td>Venezuela, RB</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2001</td>
<td>2</td>
</tr>
<tr>
<td>Vietnam</td>
<td>2006</td>
<td>2016</td>
<td>9</td>
<td>2014</td>
<td>1</td>
</tr>
<tr>
<td>Zambia</td>
<td>2006</td>
<td>2016</td>
<td>10</td>
<td>2007</td>
<td>1</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>2001</td>
<td>2</td>
</tr>
<tr>
<td>State of Palestine</td>
<td>2006</td>
<td>2016</td>
<td>11</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Somaliland region</td>
<td>2009</td>
<td>2012</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Nagorno-Karabakh Region</td>
<td>2013</td>
<td>2013</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4.9: Panel regression: pooling with controls

<table>
<thead>
<tr>
<th>Dependent variable: Rule of Law</th>
<th>WGI</th>
<th>ICGR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Const.</td>
<td>−2.972***</td>
<td>−4.011***</td>
</tr>
<tr>
<td></td>
<td>(0.102)</td>
<td>(0.680)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.032***</td>
<td>0.022***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.468***</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>(0.088)</td>
<td>(0.078)</td>
</tr>
<tr>
<td>Log(GDPpc)</td>
<td>0.530***</td>
<td>0.394***</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.375***</td>
<td>−0.307*</td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.167)</td>
</tr>
<tr>
<td>Long.</td>
<td>−0.003***</td>
<td>−0.003</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>lat.</td>
<td>0.032***</td>
<td>0.033***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

|                      | (3) | (4)  |
| Const.                        | −4.967*** | −5.516*** |
|                              | (0.109) | (0.171) |
| Gallup                        | 0.022*** | 0.007*** |
|                              | (0.001) | (0.0003) |
| WVS                           | 0.062 |
|                              | (0.078) |
| Log(GDPpc)                    | 0.713*** | 0.095*** |
|                              | (0.066) | (0.015) |
| Landlocked                    | −0.065 | −0.049*** |
|                              | (0.045) | (0.136) |
| Long.                         | −0.002*** | −0.003 |
|                              | (0.001) | (0.002) |
| lat.                          | 0.015*** | 0.007*** |
|                              | (0.001) | (0.004) |
|                              | (0.001) | (0.0001) |
|                              | (0.0002) | (0.0001) |
|                              | (0.0002) | (0.0003) |
|                              | (0.0003) | (0.001) |

|                      | (5) | (6)  |
| Const.                        | −7.068*** | −1.155*** |
|                              | (0.603) | (0.115) |
| Gallup                        | 0.007*** | 0.005*** |
|                              | (0.0003) | (0.0003) |
| WVS                           | 0.092*** |
|                              | (0.015) |
| Log(GDPpc)                    | 0.095*** | 0.062*** |
|                              | (0.003) | (0.005) |
| Landlocked                    | −0.011 | −0.011 |
|                              | (0.010) | (0.013) |
| Long.                         | −0.003 | −0.003 |
|                              | (0.0001) | (0.0001) |
| lat.                          | 0.007*** | 0.004*** |
|                              | (0.0002) | (0.0003) |
|                              | (0.0002) | (0.0003) |

|                      | (7) | (8)  |
| Const.                        | −0.145*** | −0.375*** |
|                              | (0.021) | (0.020) |
| Gallup                        | 0.006*** |
|                              | (0.0003) |
| WVS                           | 0.005*** |
|                              | (0.0003) |
| Log(GDPpc)                    | 0.011 |
|                              | (0.007) |
| Landlocked                    | −0.018* | 0.009 |
|                              | (0.010) | (0.012) |
| Long.                         | −0.0004* | −0.0003 |
|                              | (0.0003) | (0.0003) |
| lat.                          | 0.006 |
|                              | (0.004) |

|                      | (9) | (10) |
| Const.                        | −0.248** | −0.542*** |
|                              | (0.115) | (0.037) |
| Gallup                        | 0.005*** |
|                              | (0.0003) |
| WVS                           | 0.028* |
|                              | (0.015) |
| Log(GDPpc)                    | 0.115*** |
|                              | (0.012) |
| Landlocked                    | 0.009 |
|                              | (0.028) |
| Long.                         | −0.0003 |
|                              | (0.0003) |
| lat.                          | 0.003*** |
|                              | (0.001) |

| Observations | 1,176 | 193 | 2,352 | 1,035 | 192 | 1,032 | 267 | 3,613 | 913 | 266 |
| R²           | 0.564 | 0.314 | 0.601 | 0.673 | 0.580 | 0.634 | 0.362 | 0.547 | 0.699 | 0.523 |

Note: The dependent variable Rule of Law. In columns (1) - (5), rule of law is measured using the WGI data. In columns (6) - (10), rule of law is measured using the ICRG data. Perceived Behavioural control is measured using the both the Gallup data (Gallup) and the WVS data (WVS). Data on the log of GDP are retrieved from the Penn World Tables mark 9.0. In all models, we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
## Table 4.10: Panel regression: first difference

<table>
<thead>
<tr>
<th></th>
<th>WGI</th>
<th>ICRG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const.</td>
<td>0.011***</td>
<td>0.061**</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0004)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.047</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>log(GDPpc)</td>
<td>0.080***</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.038)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observations</th>
<th>1,079</th>
<th>101</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.001</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Note: The dependent variable is Rule of Law. In columns (1)-(5), rule of law is measured using the WGI data. In columns (6)-(10), rule of law is measured using the ICRG data. Perceived Behavioural control is measured using both the Gallup data (Gallup) and the WVS data (WVS). Data on the log of GDP are retrieved from the Penn World Tables mark 9.0. In all models, we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
## 4 Mental models and Institutions

### Table 4.11: Panel regression: pooling and individual fixed effects

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: log(GDP) per capita</th>
<th>Pooling (1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Const.</strong></td>
<td></td>
<td>4.427***</td>
<td>6.459***</td>
<td>4.848***</td>
<td>0.092**</td>
<td>0.046</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.440)</td>
<td>(0.548)</td>
<td>(0.452)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.038)</td>
</tr>
<tr>
<td><strong>WVS</strong></td>
<td></td>
<td>0.550***</td>
<td>0.319***</td>
<td>0.354***</td>
<td>0.092**</td>
<td>0.046</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.057)</td>
<td>(0.066)</td>
<td>(0.061)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.038)</td>
</tr>
<tr>
<td><strong>WGI</strong></td>
<td></td>
<td>0.538***</td>
<td>0.252***</td>
<td>0.092</td>
<td>0.046</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.048)</td>
<td>(0.093)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Icrg</strong></td>
<td></td>
<td>2.185***</td>
<td>0.391*</td>
<td>0.092</td>
<td>0.046</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.217)</td>
<td>(0.231)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Landlocked</strong></td>
<td></td>
<td>−0.395***</td>
<td>−0.398***</td>
<td>−0.155</td>
<td>0.092</td>
<td>0.046</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.128)</td>
<td>(0.133)</td>
<td>(0.124)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.038)</td>
</tr>
<tr>
<td><strong>Long.</strong></td>
<td></td>
<td>−0.0005</td>
<td>0.001</td>
<td>0.001</td>
<td>0.092</td>
<td>0.046</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.038)</td>
</tr>
<tr>
<td><strong>lat.</strong></td>
<td></td>
<td>0.037***</td>
<td>0.020***</td>
<td>0.023***</td>
<td>0.092</td>
<td>0.046</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.038)</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td></td>
<td>319</td>
<td>192</td>
<td>266</td>
<td>319</td>
<td>192</td>
<td>266</td>
</tr>
<tr>
<td><strong>R^2(pooling)</strong></td>
<td></td>
<td>0.431</td>
<td>0.665</td>
<td>0.587</td>
<td>0.023</td>
<td>0.076</td>
<td>0.016</td>
</tr>
<tr>
<td><strong>R^2(within)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Country FE</strong></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Time FE</strong></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Note:** Log GDP (at purchasing power parity) per capita from the Penn World Tables. In columns (1) -(3), we run a pooling model. In columns (4) -(6), I consider country and time fixed effects. Perceived Behavioural control is measured using the WVS data. Institutions are measured using both the WGI and the ICRG data alternatively. In columns (1)-(3), we control for geographical characteristics. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.12: First stage results of IV regression: using Gallup as a measure for Mental Models, and Icrg for institutions

<table>
<thead>
<tr>
<th></th>
<th>MM only instrumented</th>
<th>MM and Inst. instrumented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dep. var.: MM</td>
<td>Dep. var.: MM</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Const.</td>
<td>0.177</td>
<td>0.191*</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.113)</td>
</tr>
<tr>
<td>Dist. Norway</td>
<td>-0.554***</td>
<td>-0.609***</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.101)</td>
</tr>
<tr>
<td>Icrg</td>
<td>0.393***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.122)</td>
<td></td>
</tr>
<tr>
<td>Sett.</td>
<td></td>
<td>-0.072</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.113)</td>
</tr>
<tr>
<td>Lat.</td>
<td>-0.247*</td>
<td>-0.125</td>
</tr>
<tr>
<td></td>
<td>(0.144)</td>
<td>(0.153)</td>
</tr>
<tr>
<td>Long.</td>
<td>0.160</td>
<td>0.172*</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.101)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>-0.043</td>
<td>-0.059</td>
</tr>
<tr>
<td></td>
<td>(0.282)</td>
<td>(0.273)</td>
</tr>
<tr>
<td>F-Stat. (Gallup)</td>
<td>23.92</td>
<td>36.03</td>
</tr>
<tr>
<td>F-Stat. (Icrg)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>R²</td>
<td>0.293</td>
<td>0.433</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.711</td>
<td>0.663</td>
</tr>
</tbody>
</table>

Note: Columns (1-2) dependent variable is Mental models measure using the Gallup data. In these two columns, only mental model is instrumented using the genetic distance from Norway. Lat, Long and landlocked represent the usual geographical variables. Institutions are instead measured using Icrg data. In columns (3-4) both Mental models and Institutions are instrumented using respectively the genetic distance from Norway (Dist. Norway) and Settler mortality data (Sett). Specifically column 3 presents the first stage for mental models and column (4) the one for institutions. Note that the “rule of thumb” according to which the first stage F-statistics should be above 10 as suggested by Staiger et al. [1997] is strictly applicable to the case in which there is a unique endogenous regressor. Thus, this does not apply in column (3-4) when both Institutions and Mental models are instrumented. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
### Table 4.13: First stage results of IV regression: using Gallup as a measure for Mental Models, and WGI for Institutions

<table>
<thead>
<tr>
<th></th>
<th>MM only instrumented</th>
<th>MM and Inst. instrumented</th>
<th>MM only instrumented</th>
<th>MM and Inst. instrumented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Const.</td>
<td>0.219***</td>
<td>0.144</td>
<td>0.215</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.113)</td>
<td>(0.143)</td>
<td>(0.126)</td>
</tr>
<tr>
<td>Dist. Norway</td>
<td>−0.532***</td>
<td>−0.379***</td>
<td>−0.604***</td>
<td>−0.349***</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.101)</td>
<td>(0.120)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.583</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sett.</td>
<td></td>
<td>−0.072</td>
<td>−0.215*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.113)</td>
<td>(0.128)</td>
<td></td>
</tr>
<tr>
<td>Lat.</td>
<td>−0.332**</td>
<td>−0.096</td>
<td>0.366***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.144)</td>
<td>(0.153)</td>
<td>(0.142)</td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td>0.109</td>
<td>0.161</td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.101)</td>
<td>(0.109)</td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.166</td>
<td>−0.021</td>
<td>0.278</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.282)</td>
<td>(0.273)</td>
<td>(0.184)</td>
<td></td>
</tr>
<tr>
<td>F-Stat. (Gallup)</td>
<td>27.2</td>
<td>14.78</td>
<td>18.28</td>
<td>7.89</td>
</tr>
<tr>
<td>F-Stat. (WGI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>R²</td>
<td>0.307</td>
<td>0.594</td>
<td>0.353</td>
<td>0.414</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.654</td>
<td>0.520</td>
<td>0.657</td>
<td>0.669</td>
</tr>
</tbody>
</table>

\textit{Note:} Columns (1-2) dependent variable is Mental models measure using the Gallup data. In these two columns, only mental models are instrumented using the genetic distance from Norway. Lat, Long and landlocked represent the usual geographical variables. Institutions are instead measured using WGI data. In columns (3-4) both Mental models and Institutions are instrumented using respectively the genetic distance from Norway (Dist. Norway) and Settler mortality data (Sett). Specifically column 3 presents the first stage for mental models and column (4) the one for institutions. Note that the "rule of thumb" according to which the first stage F-statistics should be above 10 as suggested by Staiger et al. [1997] is strictly applicable to the case in which there is a unique endogenous regressor. Thus, this does not apply in column (3-4) when both Institutions and Mental models are instrumented. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
### Table 4.14: Relative effects of institutions (Icrg) and mental models (WVS): on economic development

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Const.</strong></td>
<td>0.000</td>
<td>0.000</td>
<td>−0.107</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.070)</td>
<td>(0.145)</td>
</tr>
<tr>
<td><strong>WVS</strong></td>
<td>0.273**</td>
<td>0.171**</td>
<td>0.665**</td>
</tr>
<tr>
<td></td>
<td>(0.109)</td>
<td>(0.071)</td>
<td>(0.298)</td>
</tr>
<tr>
<td><strong>Icrg</strong></td>
<td>0.795***</td>
<td>0.532***</td>
<td>0.678***</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(0.082)</td>
<td>(0.219)</td>
</tr>
<tr>
<td><strong>Lat.</strong></td>
<td>0.394***</td>
<td>0.492***</td>
<td>0.380**</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.188)</td>
<td>(0.186)</td>
</tr>
<tr>
<td><strong>Long.</strong></td>
<td>−0.073</td>
<td>−0.093</td>
<td>−0.117*</td>
</tr>
<tr>
<td></td>
<td>(0.060)</td>
<td>(0.080)</td>
<td>(0.067)</td>
</tr>
<tr>
<td><strong>Landlocked</strong></td>
<td>−0.360**</td>
<td>−0.443</td>
<td>−0.429</td>
</tr>
<tr>
<td></td>
<td>(0.178)</td>
<td>(0.357)</td>
<td>(0.363)</td>
</tr>
<tr>
<td>1st stage F-Stat. (WVS)</td>
<td>4.84</td>
<td>4.9</td>
<td>3.88</td>
</tr>
<tr>
<td>1st stage F-Stat. (Icrg)</td>
<td></td>
<td>7.91</td>
<td></td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>74</td>
<td>74</td>
<td>33</td>
</tr>
<tr>
<td><strong>R^2</strong></td>
<td>0.075</td>
<td>0.632</td>
<td>−0.984</td>
</tr>
<tr>
<td><strong>Residual Std. Error</strong></td>
<td>0.969</td>
<td>0.611</td>
<td>1.391</td>
</tr>
</tbody>
</table>

**Note:** The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measure by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries is used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.15: First stage results of IV regression: using WVS as a measure for Mental Models, and Icrg for Institutions

<table>
<thead>
<tr>
<th></th>
<th>MM only instrumented</th>
<th></th>
<th>MM and Inst. instrumented</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dep. var.: MM</td>
<td>Dep. var.: MM</td>
<td>Dep. var.: MM</td>
<td>Dep. var.: Inst.</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Const.</td>
<td>0.369**</td>
<td>0.140</td>
<td>0.042</td>
<td>−0.265**</td>
</tr>
<tr>
<td></td>
<td>(0.147)</td>
<td>(0.195)</td>
<td>(0.222)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>Dist</td>
<td>−0.406**</td>
<td>−0.457**</td>
<td>−0.529**</td>
<td>−0.062</td>
</tr>
<tr>
<td></td>
<td>(0.185)</td>
<td>(0.206)</td>
<td>(0.243)</td>
<td>(0.126)</td>
</tr>
<tr>
<td>Icrg</td>
<td></td>
<td>0.593***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.229)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sett.</td>
<td></td>
<td>−0.118</td>
<td>−0.390***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.148)</td>
<td>(0.099)</td>
<td></td>
</tr>
<tr>
<td>Lat.</td>
<td>−0.789***</td>
<td>−0.665**</td>
<td>0.132</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.247)</td>
<td>(0.290)</td>
<td>(0.143)</td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td>−0.023</td>
<td>0.032</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.150)</td>
<td>(0.157)</td>
<td>(0.114)</td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.718</td>
<td>−0.844***</td>
<td>−0.065</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.454)</td>
<td>(0.323)</td>
<td>(0.311)</td>
<td></td>
</tr>
<tr>
<td>F-Stat. (WVS)</td>
<td>4.84</td>
<td>4.9</td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td>F-Stat. (Icrg)</td>
<td></td>
<td></td>
<td></td>
<td>7.91</td>
</tr>
<tr>
<td>Observations</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>R²</td>
<td>0.112</td>
<td>0.409</td>
<td>0.305</td>
<td>0.481</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.996</td>
<td>0.871</td>
<td>0.945</td>
<td>0.540</td>
</tr>
</tbody>
</table>

*Note:* Columns (1-2) dependent variable is Mental models which are measured using the WVS data. In these two columns, only mental models are instrumented using the genetic distance from Norway. Lat, Long and landlocked represent the usual geographical variables. Institutions are instead measured using Icrg data. In columns (3-4) both Mental models and Institutions are instrumented using respectively the genetic distance from Norway (Dist. Norway) and Settler mortality data (Sett). Specifically column 3 presents the first stage for mental models and column (4) the one for institutions. Note that the “rule of thumb” according to which the first stage F-statistics should be above 10 as suggested by Staiger et al. [1997] is strictly applicable to the case in which there is a unique endogenous regressor. Thus, this does not apply in column (3-4) when both Institutions and Mental models are instrumented. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
4.7 Appendix: Additional information and robustness checks

Table 4.16: Relative effects of institutions (WGI) and mental models (WVS) on economic development

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV + controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td>−0.000</td>
<td>−0.000</td>
<td>−0.119</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.073)</td>
<td>(0.128)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.269**</td>
<td>0.238***</td>
<td>0.634**</td>
</tr>
<tr>
<td></td>
<td>(0.106)</td>
<td>(0.067)</td>
<td>(0.291)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.765***</td>
<td>0.473***</td>
<td>0.348**</td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td>(0.074)</td>
<td>(0.138)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.381***</td>
<td>0.441**</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>(0.092)</td>
<td>(0.202)</td>
<td>(0.281)</td>
</tr>
<tr>
<td>Long.</td>
<td>0.044</td>
<td>−0.053</td>
<td>−0.062</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td>(0.085)</td>
<td>(0.093)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.597***</td>
<td>−0.736*</td>
<td>−1.062**</td>
</tr>
<tr>
<td></td>
<td>(0.166)</td>
<td>(0.428)</td>
<td>(0.435)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st stage F-Stat. (WVS)</th>
<th>1st stage F-Stat. (WGI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>76</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>34</td>
</tr>
<tr>
<td>R²</td>
<td>0.072</td>
<td>0.727</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.570</td>
<td>0.532</td>
</tr>
</tbody>
</table>

Note: The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measure by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries is used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
### Table 4.17: First stage results of IV regression: using WVS as a measure for Mental Models, and WGI for institutions

<table>
<thead>
<tr>
<th></th>
<th>MM only instrumented</th>
<th>MM and Inst. instrumented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dep. var.: MM</td>
<td>Dep. var.: MM</td>
</tr>
<tr>
<td>Const.</td>
<td>0.375***</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>(0.142)</td>
<td>(0.190)</td>
</tr>
<tr>
<td>Dist</td>
<td>−0.418**</td>
<td>−0.466**</td>
</tr>
<tr>
<td></td>
<td>(0.181)</td>
<td>(0.217)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.203</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.172)</td>
<td></td>
</tr>
<tr>
<td>Sett.</td>
<td></td>
<td>−0.126</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.147)</td>
</tr>
<tr>
<td>Lat.</td>
<td>−0.675**</td>
<td>−0.662**</td>
</tr>
<tr>
<td></td>
<td>(0.281)</td>
<td>(0.280)</td>
</tr>
<tr>
<td>Long.</td>
<td>0.039</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>(0.150)</td>
<td>(0.157)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.963***</td>
<td>−0.833**</td>
</tr>
<tr>
<td></td>
<td>(0.355)</td>
<td>(0.326)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>F-Stat. (WVS)</th>
<th>F-Stat. (WGI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>R²</td>
<td>0.121</td>
<td>0.319</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.989</td>
<td>0.931</td>
</tr>
</tbody>
</table>

**Note:** Columns (1-2) dependent variable is Mental models which are measured using the WVS data. In these two columns, only mental models are instrumented using the genetic distance from Norway. Lat., Long and landlocked represent the usual geographical variables. Institutions are instead measured using WGI data. In columns (3-4) both Mental models and Institutions are instrumented using respectively the genetic distance from Norway (Dist. Norway) and Settler mortality data (Sett). Specifically column 3 presents the first stage for mental models and column (4) the one for institutions. Note that the “rule of thumb” according to which the first stage F-statistics should be above 10 as suggested by Staiger et al. [1997] is strictly applicable to the case in which there is a unique endogenous regressor. Thus, this does not apply in column (3-4) when both Institutions and Mental models are instrumented. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
4.7 Appendix: Additional information and robustness checks

Table 4.18: Relative effects of institutions (Icrg) and mental models (Gallup) on economic development—Instrument Norway

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: log income per worker 2000</th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.086)</td>
<td>(0.061)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>Gallup</td>
<td></td>
<td>0.588***</td>
<td>0.151**</td>
<td>1.280***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.072)</td>
<td>(0.071)</td>
<td>(0.245)</td>
</tr>
<tr>
<td>Icrg</td>
<td></td>
<td>0.884***</td>
<td>0.640***</td>
<td>0.434**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.071)</td>
<td>(0.085)</td>
<td>(0.187)</td>
</tr>
<tr>
<td>Lat.</td>
<td></td>
<td>0.317***</td>
<td>0.234</td>
<td>−0.487</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.056)</td>
<td>(0.155)</td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td></td>
<td>−0.089*</td>
<td>−0.065</td>
<td>−0.116</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.046)</td>
<td>(0.081)</td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td></td>
<td>−0.321**</td>
<td>−0.379</td>
<td>−0.224</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.159)</td>
<td>(0.379)</td>
<td></td>
</tr>
<tr>
<td>1st stage F-Stat. (Gallup)</td>
<td></td>
<td>23.92</td>
<td>36.03</td>
<td>16.79</td>
</tr>
<tr>
<td>1st stage F-Stat. (Icrg)</td>
<td></td>
<td>1.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td></td>
<td>119</td>
<td>119</td>
<td>119 54  54</td>
</tr>
<tr>
<td>R^2</td>
<td></td>
<td>0.283</td>
<td>0.628</td>
<td>0.717  0.086  0.492</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td></td>
<td>0.942</td>
<td>0.678</td>
<td>0.603  0.982  0.762</td>
</tr>
</tbody>
</table>

Note: The dependent variable in the second stage is log income (at purchasing power parity) per worker in 2000 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measured by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
### Table 4.19: Relative effects of institutions (WGI) and mental models (Gallup) on economic development—Instrument Norway

<table>
<thead>
<tr>
<th>Dependent variable: log income per worker 2000</th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const.</td>
<td>9.308***</td>
<td>9.311***</td>
<td>9.408***</td>
</tr>
<tr>
<td>(0.084)</td>
<td>(0.063)</td>
<td>(0.063)</td>
<td>(0.127)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.585***</td>
<td>0.131*</td>
<td>1.370***</td>
</tr>
<tr>
<td>(0.075)</td>
<td>(0.078)</td>
<td>(0.248)</td>
<td>(0.447)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.883***</td>
<td>0.587***</td>
<td>−0.018</td>
</tr>
<tr>
<td>(0.050)</td>
<td>(0.097)</td>
<td>(0.383)</td>
<td>(0.652)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.322****</td>
<td>0.445*</td>
<td>−0.231</td>
</tr>
<tr>
<td>(0.077)</td>
<td>(0.239)</td>
<td>(0.385)</td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td>−0.067</td>
<td>−0.052</td>
<td>−0.045</td>
</tr>
<tr>
<td>(0.062)</td>
<td>(0.104)</td>
<td>(0.109)</td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.402***</td>
<td>−0.378</td>
<td>−0.702</td>
</tr>
<tr>
<td>(0.155)</td>
<td>(0.466)</td>
<td>(0.430)</td>
<td></td>
</tr>
</tbody>
</table>

1st stage F-Stat. (Gallup) | 27.2 | 14.78 | 18.28 |
1st stage F-Stat. (WGI) | 7.89 |
Observations | 141 | 141 | 141 | 56 | 56 | 56 |
R² | 0.255 | 0.579 | 0.642 | 0.169 | 0.411 | 0.302 |
Residual Std. Error | 1.006 | 0.756 | 0.708 | 0.963 | 0.842 | 0.917 |

*Note:* The dependent variable in the second stage is log income (at purchasing power parity) per worker in 2000 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measured by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.20: Relative effects of institutions (Icrg) and mental models (WVS) on economic development—Instrument Norway

<table>
<thead>
<tr>
<th></th>
<th>OLS (1)</th>
<th>IV+controlling inst (2)</th>
<th>IV (3)</th>
<th>IV (4)</th>
<th>IV (5)</th>
<th>IV (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.120)</td>
<td>(0.075)</td>
<td>(0.063)</td>
<td>(0.359)</td>
<td>(0.163)</td>
<td>(0.157)</td>
<td></td>
</tr>
<tr>
<td>WVS</td>
<td>0.284***</td>
<td>0.162**</td>
<td>1.816**</td>
<td>0.812**</td>
<td>0.637*</td>
<td></td>
</tr>
<tr>
<td>(0.105)</td>
<td>(0.070)</td>
<td>(0.788)</td>
<td>(0.354)</td>
<td>(0.357)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Icrg</td>
<td>0.854***</td>
<td>0.595***</td>
<td>0.482**</td>
<td>1.019***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.094)</td>
<td>(0.094)</td>
<td>(0.209)</td>
<td>(0.305)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lat.</td>
<td>0.378***</td>
<td>0.703***</td>
<td>0.439*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.086)</td>
<td>(0.207)</td>
<td></td>
<td>(0.244)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td>−0.119*</td>
<td>−0.058</td>
<td>−0.115</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.070)</td>
<td>(0.082)</td>
<td></td>
<td>(0.080)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.302</td>
<td>−0.278</td>
<td>−0.245</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.236)</td>
<td>(0.403)</td>
<td></td>
<td>(0.439)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1st stage F-Stat. (WVS) | 4.84 | 4.9 | 3.88
1st stage F-Stat. (Icrg) | 7.91
Observations             | 73   | 73 | 73 | 33 | 33 | 33
R²                       | 0.070 | 0.623 | 0.739 | −1.155 | 0.728 | 0.751
Residual Std. Error      | 1.041 | 0.663 | 0.567 | 1.601 | 0.610 | 0.583

Note: The dependent variable in the second stage is log income (at purchasing power parity) per worker in 2000 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measured by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.21: Relative effects of institutions (WGI) and mental models (WVS) on economic development—Instrument Norway

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: log income per worker 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Const.</td>
<td>9.759***</td>
</tr>
<tr>
<td></td>
<td>(0.120)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.285***</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.834***</td>
</tr>
<tr>
<td></td>
<td>(0.072)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.365***</td>
</tr>
<tr>
<td></td>
<td>(0.112)</td>
</tr>
<tr>
<td>Long.</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.577**</td>
</tr>
<tr>
<td></td>
<td>(0.229)</td>
</tr>
<tr>
<td>1st stage F-Stat. (WVS)</td>
<td>5.3</td>
</tr>
<tr>
<td>1st stage F-Stat. (WGI)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>75</td>
</tr>
<tr>
<td>R²</td>
<td>0.069</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>1.058</td>
</tr>
</tbody>
</table>

Note: The dependent variable in the second stage is log income (at purchasing power parity) per worker in 2000 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measure by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in Norway. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries is used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.22: Relative effects of institutions (Icrg) and mental models (Gallup) on economic development—Instrument UK

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td>−0.000</td>
<td>−0.000</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>(0.080)</td>
<td>(0.057)</td>
<td>(0.054)</td>
</tr>
<tr>
<td>Gallup</td>
<td>0.471***</td>
<td>0.098</td>
<td>1.115***</td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.062)</td>
<td>(0.210)</td>
</tr>
<tr>
<td>Icrg</td>
<td>0.779***</td>
<td>0.544***</td>
<td>0.286*</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td>(0.070)</td>
<td>(0.163)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.375***</td>
<td>0.127</td>
<td>−0.329</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.136)</td>
<td>(0.601)</td>
</tr>
<tr>
<td>Long.</td>
<td>−0.002</td>
<td>−0.015</td>
<td>−0.049</td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td>(0.073)</td>
<td>(0.105)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.249*</td>
<td>−0.481</td>
<td>−0.394</td>
</tr>
<tr>
<td></td>
<td>(0.133)</td>
<td>(0.346)</td>
<td>(0.343)</td>
</tr>
</tbody>
</table>

1st stage F-Stat. (Gallup) | 21.08             | 29.23             | 14.45              |
1st stage F-Stat. (Icrg)   | 1.95               |
Observations              | 120                | 120                | 120                |
|                          | 54                 | 54                 | 54                 |
R²                        | 0.222              | 0.607              | 0.723              |
|                          | 0.122              | 0.435              | −0.038             |
Residual Std. Error       | 0.886              | 0.630              | 0.538              |
|                          | 0.829              | 0.692              | 0.939              |

Note: The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measured by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in the UK. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.23: Relative effects of institutions (WGI) and mental models (Gallup) on economic development-Instrument UK

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: log income 2010</th>
<th>OLS (1)</th>
<th>IV+controlling inst (2)</th>
<th>IV+controlling inst (3)</th>
<th>IV+controlling inst (4)</th>
<th>IV+controlling inst (5)</th>
<th>IV+controlling inst (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const.</td>
<td>0.000</td>
<td>0.000</td>
<td>0.093*</td>
<td>−0.369***</td>
<td>−0.121</td>
<td>−0.131</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.054)</td>
<td>(0.054)</td>
<td>(0.104)</td>
<td>(0.112)</td>
<td>(0.137)</td>
<td></td>
</tr>
<tr>
<td>Gallup</td>
<td>0.467***</td>
<td>0.066</td>
<td>1.149***</td>
<td>1.015**</td>
<td>0.389</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td>(0.067)</td>
<td>(0.204)</td>
<td>(0.400)</td>
<td>(0.429)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WGI</td>
<td>0.763***</td>
<td>0.514***</td>
<td>−0.094</td>
<td>0.809</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.083)</td>
<td>(0.330)</td>
<td>(0.563)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lat.</td>
<td>0.337***</td>
<td>0.310</td>
<td>−0.141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td>(0.198)</td>
<td>(0.315)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long.</td>
<td>0.043</td>
<td>−0.004</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td>(0.086)</td>
<td>(0.080)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.381***</td>
<td>−0.431</td>
<td>−0.648*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
<td>(0.397)</td>
<td>(0.336)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st stage F-Stat. (Gallup)</td>
<td></td>
<td>24.26</td>
<td>13.23</td>
<td>16.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st stage F-Stat. (WGI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>143</td>
<td>143</td>
<td>143</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.218</td>
<td>0.582</td>
<td>0.672</td>
<td>0.206</td>
<td>0.365</td>
<td>0.409</td>
<td></td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.887</td>
<td>0.649</td>
<td>0.583</td>
<td>0.785</td>
<td>0.729</td>
<td>0.703</td>
<td></td>
</tr>
</tbody>
</table>

Note: The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the Gallup data. Institutions are measured by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in the UK. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
### Table 4.24: Relative effects of institutions (Icrg) and mental models (WVS): on economic development-Instrument UK

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable: log income 2010</th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.111)</td>
<td>(0.070)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>WVS</td>
<td></td>
<td>0.273**</td>
<td>0.171**</td>
<td>1.349***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.109)</td>
<td>(0.071)</td>
<td>(0.508)</td>
</tr>
<tr>
<td>Icrg</td>
<td></td>
<td>0.795***</td>
<td>0.532***</td>
<td>0.558***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.077)</td>
<td>(0.082)</td>
<td>(0.189)</td>
</tr>
<tr>
<td>Lat.</td>
<td></td>
<td>0.394***</td>
<td>0.393***</td>
<td>0.297*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.079)</td>
<td>(0.150)</td>
<td>(0.154)</td>
</tr>
<tr>
<td>Long.</td>
<td></td>
<td>−0.073</td>
<td>−0.129*</td>
<td>−0.149**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.060)</td>
<td>(0.070)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>Landlocked</td>
<td></td>
<td>−0.360**</td>
<td>−0.595**</td>
<td>−0.577*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.178)</td>
<td>(0.284)</td>
<td>(0.310)</td>
</tr>
<tr>
<td>1st stage F-Stat. (WVS)</td>
<td>6.9</td>
<td>7.21</td>
<td>5.95</td>
<td></td>
</tr>
<tr>
<td>1st stage F-Stat. (Icrg)</td>
<td>7.73</td>
<td>33</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>74</td>
<td>74</td>
<td>74</td>
<td>33</td>
</tr>
<tr>
<td>R²</td>
<td>0.075</td>
<td>0.632</td>
<td>0.765</td>
<td>−0.390</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.969</td>
<td>0.611</td>
<td>0.503</td>
<td>1.165</td>
</tr>
</tbody>
</table>

**Note:**

The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measured by the ICRG data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in the UK. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
Table 4.25: Relative effects of institutions (WGI) and mental models (WVS) on economic development-Instrument UK

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>IV+controlling inst</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Const.</td>
<td>−0.000</td>
<td>−0.000</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.073)</td>
<td>(0.064)</td>
</tr>
<tr>
<td>WVS</td>
<td>0.269**</td>
<td>0.238***</td>
<td>1.263***</td>
</tr>
<tr>
<td></td>
<td>(0.106)</td>
<td></td>
<td>(0.067)</td>
</tr>
<tr>
<td>WGI</td>
<td>0.765***</td>
<td>0.473***</td>
<td>0.387***</td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td></td>
<td>(0.074)</td>
</tr>
<tr>
<td>Lat.</td>
<td>0.381***</td>
<td></td>
<td>0.378**</td>
</tr>
<tr>
<td></td>
<td>(0.092)</td>
<td></td>
<td>(0.182)</td>
</tr>
<tr>
<td>Long.</td>
<td>0.044</td>
<td>−0.071</td>
<td>−0.070</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td></td>
<td>(0.081)</td>
</tr>
<tr>
<td>Landlocked</td>
<td>−0.597***</td>
<td>−0.880**</td>
<td>−1.135***</td>
</tr>
<tr>
<td></td>
<td>(0.166)</td>
<td></td>
<td>(0.349)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st stage F-Stat. (WVS)</th>
<th>1st stage F-Stat. (WGI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>76</td>
<td>76</td>
</tr>
<tr>
<td>R²</td>
<td>0.072</td>
<td>0.585</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.970</td>
<td>0.649</td>
</tr>
</tbody>
</table>

Note: The dependent variable in the second stage is log income (at purchasing power parity) per capita in 2010 from the Penn World Tables. Perceived Behavioural control is measured using the WVS data. Institutions are measured by the WGI data. In columns (4) and (6), Perceived Behavioural control is instrumented using the geometric distance of frequency of blood types A and B in a given country relative to the frequency of blood types A and B in the UK. In column (6), institutions are instrumented using settler mortality data. Latitude, longitude and a dummy variable for landlocked countries are used as controls in columns (3), (5), (6). All coefficients are standardised. Significance respectively denoted by *p<0.1; **p<0.05; ***p<0.01. Robust standard error in parentheses.
CHAPTER 5

Conclusions

This thesis proposed a micro-founded explanation of institutional inertia.

Institutions can be considered the foundations of social life. They ensure consistency and stability in societies. Nonetheless, some institutions persist over time, in spite of being no longer in line with – or conducive to – economic development. The lack of institutional change is usually explained within the path-dependence framework according to which increasing returns to adoption lock societies into possibly inefficient pathways of development. The path-dependence model relies on an utilitarian mechanism. It assumes that individuals are utility maximisers. The framework gives little consideration their limited cognitive capacities. But, as a matter of fact, social psychologists posit that individuals are boundedly rational and that self-perceptions affect human decisions-making processes and the desirability of rule changes.

As a result, institutional persistence might not be the result of simple rational calculations. Institutions might persist because of some basic human cognitive limitations. In fact, independently from how we define them, institutions are generalised procedures for action which emerge from multiple individual decision-making processes. Thus, human cognition and bounded rationality are likely to affect the evolution of institutions. Therefore, this thesis followed an individualist methodological approach and explored whether individuals’ self-perceptions and beliefs can be considered possible drivers of or impediments to institutional change.

In order to achieve its objective, this thesis relied on a theoretical framework based on elements from cognitive science and institutional economics and claimed that this can be useful to understand the general processes involved in shaping institutional change (or absence thereof) and generating the variety of institutions that we observe in the world today.

In the preceding chapters, I used three different methodologies to capture the essence of the complex phenomenon under scrutiny and I have analysed alternative candidate
hypotheses able to explain why institutions stabilise and possibly persist. Three main themes emerged and appear as pertinent to further our understanding of the evolution of institutions and their role in economic development:

1. The rate of change of institutions is related to individual self-views and the way in which people learn.

2. The dynamics of self-efficacy generates an heterogeneous distribution in the abilities to enact institutional change. This increases the likelihood of institutional persistence.

3. The rigidity of agent’s mental models affects how institutional rules evolve, and thereby economic development.

In Chapter 2, I showed that people’s propensity to imitate peers depends on individual self-efficacy beliefs, i.e. those self-views people hold concerning their capacities to achieve designated outcomes. In case people see themselves as incompetent, or unable to make sense of the decisional task, they tend to imitate the actions taken by others to a greater extent and “mindlessly” follow their behaviour. This result, despite being interesting on its own in the context of the learning literature, is particularly relevant in the institutional economics domain as it poses concerns in terms of institutional change. In fact, in order for institutional change to occur, individuals should perceive that change is possible and they could achieve better outcomes under a set of alternative rules of the game. But this alone is not enough. People should also believe that they can effectively bring about the change they seek. If people have little faith in their capacities to achieve any designated goal, they will not see nor pursue any opportunity to better their conditions. This in turn implies that they will rather follow the behavioural path set by somebody else, quite possibly this being the status quo. Imitating somebody else’s decision might delay or hinder the perceived need for a change in behaviour, thus institutions might not wither away but rather stabilise. This is clearly in line with [Patterson, 2010] idea according to which imitation and intergenerational learning favours the institutional reproduction.

Chapter 2 establishes that a clear relation between self-efficacy beliefs, learning and possibly institutional inertia exists. This represents a first step but clearly does not fully uncover whether the low self-efficacy beliefs can be considered a clear obstacle to the institutional evolution. For this reason, in Chapter 3 I elaborated a simple model which takes into account the dynamics of self-efficacy and analyses the long-term institutional evolution and collective welfare. I showed that the endogenous dynamics of self-efficacy beliefs generate an unequal distribution of capabilities to enact change. This, ultimately increase the likelihood of institutional persistence and reduces collective welfare. Few
‘trendsetters’ alone are unable to bring about a complete behavioural shift and lead to the adoption of a new, more advantageous institutional rule. This model proves particularly useful in highlighting how the feedback on self-efficacy can generate specific institutional outcomes. This would not be necessarily evident using an empirical approach given the limited data availability and time-span possibly analysed.

Despite the interesting results obtained, it worth acknowledging that Chapter 3 treats institutional change in a highly abstract manner. Thus, in order to assess whether self-views affect the functioning and evolution of institutions having great long-run economic consequences, Chapter 4 takes an empirical approach. In this chapter I posit that highly prescriptive and immutable mental models are likely to reduce people’s perceived freedom of choice and ability to control the outcome of their actions. I use two different measures to proxy mental models’ stickiness and, independently from the measure considered, it appears that countries wherein people feel they have high freedom of choice and control tend also to have higher rule of law. Most of the variation is, not surprisingly, cross-sectional. I also test whether mental models and institutions exert an independent effect on economic performance. A pooling model shows that mental models matter for growth and their effect is independent from institutions. In order to tackle possible endogeneity issues, I use cross-sectional IV regressions and present some evidence that mental models condition growth. This study promotes a richer view of economic development: economic prosperity depends on institutional quality but also possibly on the perceived degree of freedom of choice and control that the individuals feel.

This thesis shows that psychological factors, specifically people’s expectations and beliefs about their capabilities to enact change, affect the choice on whether to change or mindlessly follow the standing institutional rules. In order to understand institutional evolution, it is of fundamental importance to consider the way in which humans make decisions and cope with individual self-views and mental models’ prescriptions. I used a wide range of methods to stress the role that boundedly rational individuals play in determining institutional change (or absence thereof). Multiple methodological approaches, despite their intrinsic limitations, allowed me to propose a micro-founded view of the institutional evolution.

It is worth acknowledging that when it comes to empirically explaining specific cases of institutional change or persistence, it will take more than a set of hypotheses and an intellectually plausible framework. Further research will surely benefit from the increased data availability. In order to test the framework validity, it would be of primary importance to obtain long time series on wide variety of self-views. The advent of big-data or large scale surveys could be indeed useful to achieve this goal, and should be considered a priority. Additionally, including a wide the set of individual beliefs in this framework
5 Conclusions

is of great importance. This thesis has considered self-efficacy beliefs and individually perceived abilities to carry out certain actions as the grassroots element. Indeed, there are many other self-views that concur in affecting people’s interpretations of the “rules of the game” and thus their intention to change them. Self-esteem, self-control, willpower, self-disappointment and confidence are known to determine how individuals construe their self-image and identity as well as how they portray the environment wherein they act. As a consequence, these individual beliefs might as well affect the likelihood of people’s engagement into trying to change institutions. Detecting their potential role in the evolution of the institutions would be an interesting avenue for future research. Moreover, including power structures and dynamics into the framework would also be extremely beneficial. In fact, it is well-known that various groups compete to protect their interests. The divergence between the goals of the groups as well as that between the group and its individual members is to be considered a crucial obstacle to institutional evolution. Therefore, analysing how groups dynamics, power distribution and sources interact with personal individuals’ self-views is indeed a valuable research objective.

As a whole, this thesis provides an insightful way to analyse institutional evolution or the absence thereof. First, my work highlights how psychology, and cognitive science can, in general, provide useful tools to give a better foundations to models of economic behaviour. The importance of this is by now well established. Adam Smith noticed that economic behaviour, like any other behaviour, emerges from rational considerations as well as from individual sentiments and emotions. In 2002, Daniel Kahneman a well-known psychologist whose research goal is to uncover the ‘logic of the irrational’ was awarded a Nobel Prize in economics. In October 2017, Richard Thaler received the Nobel Prize for his work on, among other things, confidence, information processing and decision-making. All these are clear signs that the relation between economics and psychology is becoming stronger. Nevertheless, a lot remains to be done to fully uncover the implications of individual beliefs and self-views for economic decision-making. This thesis moves in this direction and possibly represents a concrete example of how solid psychology findings could contribute to our understanding to economic phenomena.

Additionally this thesis might deepen our understanding of economic development processes. For most economists, good institutions are the key factor able to explain the current wealth of nations. Most of this literature, though, focuses its attention to macro aspects. My thesis provides a micro-founded framework to analyse current institutional arrangements. In fact, all preceding chapters show that self-efficacy belief affect current and future actions as well as the desirability of change. Thus, self-efficacy could be responsible for productive investment decisions which prove important to promote development. Micro-level evidence shows that, in the development context, people often fail
to invest despite the likelihood of obtaining positive returns. Two main complementary explanations have been advanced. Investments might fail to occur because people believe that returns from investments are not easily appropriable, and/or because information is fragmented. These explanations identify external constraints as the key determinant of investment decisions. My thesis rather proposes a richer view according to which, in an evolutionary manner, external constraints blend with people’s self-perceptions and choices: the decision to invest and ameliorate one’s wellbeing depends on the extent to which agents feel in control of their life and destiny as a consequence of their past experiences. Agents might abstain from making investments that would increase their wellbeing simply because they reckon, in a boundedly rational manner, that these investments are either not feasible or would not significantly change their fate. As a consequence, policy interventions should be targeted to increase poor people’s understanding of the opportunities they have. Tanguy et al. [2014] found that displaying short documentaries in which agents from similar economic backgrounds tell their stories about how they managed in ameliorating their conditions improved people’s aspirations as well as their score in psychological measures such as locus of control. Thus, “edutainment” interventions represent viable options to increase people’s forward-looking behaviour and possibly engagement in institutional change.
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In line with Article 23 of the regulation governing the attainment of the doctoral degree at Maastricht University, this section highlights the valorisation opportunities of this doctoral thesis. The goal of this section is to describe how the knowledge resulting from this research project can be valuable for society and particularly for policy makers and academics.

Over the last 50 years, academics and policy makers have focused a great deal of their attention to how to promote sustainable development and more specifically alleviate poverty and improve financial productive decisions. Building upon the growing empirical evidence provided by the academic literature, policy makers escaped the lure of top-down approaches and came to realise that local institutions play a crucial role in this. They represent one of the key predictors of development. In fact, whereas positive and effective institutions lead to societal wealth and prosperity, ineffective and negative ones have proven to curtail growth and development. As a consequence, a consensus has been reached: the bottom-up creation of a strong and conducive institutional environment is to be considered a priority for developing nations.

In 2016, such stance has been explicitly translated into the formulation of one of the UN Sustainable Development Goal (SDG). More specifically, the UN-SDG number 16 highlights that countries should develop effective, accountable and transparent institutions able to protect fundamental freedoms and build capacity at all levels.

This thesis embraces such priority. It studies the importance of institutions and specifically claims that understanding under which conditions institutions persist or may be amenable is imperative to effective development policy. The dissertation shows that institutional change is connected to individual behaviour, and an important aspect of this connection runs through peoples’ self-efficacy, i.e. the belief that they can improve their situations through their own actions. Self-views represent the missing link between the institutional change and ultimately development outcomes.

When taking decisions including those concerning institutional change, individuals rely on a set of beliefs that they have regarding themselves and the environment they live in. These beliefs evolve through learning and experience and they affect one’s motivation and perseverance. If an individual is convinced that he has little, if any, ability to improve his
current wellbeing, i.e. he holds low self-efficacy beliefs, then he will have little incentive to gather information and evaluate the available options to ameliorate his condition. Additionally, the agent will have no reason to actively revise his self-view. As a result, his belief about his inability to bring about positive change in his life crystallises and self-perpetuates. This concretely implies that the agent will not explore the available opportunities as he is convinced that his action will not make a difference.

Due to low self-efficacy individuals may mindlessly follow the action taken by others, this in turn may lower the likelihood of exploring new and possibly valuable avenues for institutional change. Additionally, an unequal distribution of self-efficacy might lock societies in to sub-optimal institutional frameworks and consequently social change fails to diffuse. Moreover, the vertical transmission of “sticky” mental models might hold up the quest for high rule of law.

This is particularly important in poor contexts wherein people might to construct their set of beliefs prioritising some features of the environment rather than others. As a consequence, highly biased self-views might emerge and these might perpetuate poverty. Thus, given the above described dynamics, in order to meet the targets set by the UN-SDG 16, promote the endogenous creation of effective, strong and inclusive institutions and ultimately reduce poverty and foster growth, policy makers should acknowledge the importance of beliefs particularly about one’s own capacity to enact change. Accordingly, for the sake of devising and implementing development policies a richer diagnosis of people’s self-efficacy should be carried out.

This approach to institutional change has high potential. Its application might enhance the effectiveness of development policies and interventions. Gaining insights into people’s self-efficacy is to be considered the initial step prior to the implementation of development programmes. A sound diagnosis should then be followed by actions meant to raise self-efficacy and reduce aspiration failures in ways that then allow individuals to take advantages of the available opportunities as well as to create new ones. This might increase the effectiveness of interventions which are, for instance, meant to help households to get credit or insurance, to engage in productive activities, to adopt new technological artefacts or to increase educational attainment. Improved self-efficacy might ultimately break the vicious cycle stemming from low aspiration.

The findings presented in this thesis do not apply to poor contexts only. They might also be relevant to analyse contemporary consumer decision-making in developed societies. Consider, for instance, the case in which individuals choose amongst mobile phone tariffs or pension savings schemes. In each of these cases, there exist many potential options. Some of these alternatives might not be easy to discover or even understand. This is due to the fact that at times their costs and benefits are uncertain and hard to compare.
In these situations, consumers might be led to believe that, given the complexity of the decisional environment, they have no ability to make the right choice and fulfil their needs. As a consequence individuals’ sense of efficacy reduces and likelihood of simply imitating the choices made by others or of sticking to previously made decisions increases. This can result in significant economic detriment to consumers.

Additionally, the concepts and results presented in the thesis relate to voting behaviour. In political science, political efficacy identifies citizens’ faith and trust in their governments and their belief that they can understand and influence political affairs. A low sense of political efficacy entails that citizens do not believe that they can affect the actions taken by their leaders. Conversely, high political efficacy implies that citizens feel they can express their opinions and effectively shape the government course of action and possibly its re-election. The results presented in this thesis, and especially those concerned with the relation between self-efficacy and imitation as well as those related to the fact that an unequal distribution of self-efficacy might lock society into sub-optimal equilibria, could be used to explain elections’ outcomes. According to these findings, low political efficacy might trigger imitation, possibly scarce deviance from the majority voting and low political turnover. Additionally, when the majority of the population has low political self-efficacy, citizens might reduce their political participation and as a consequence few vocal individuals or groups endowed with higher political efficacy might be unable to take the lead towards a shift of political preferences.

Beyond the above mentioned societal relevance, in terms of innovativeness the thesis provides a novel perspective into the academic debate on institutions. As discussed in the introduction to the book, despite a 60-years long academic debate, scarce attention had been devoted to self-views as possible impediments to change. This thesis tried to fill the gap. Concretely, this was achieved combining insights from psychology and economics. By now, the relation between economics and psychology is quite strong as testified by the work of Kahneman and Thaler who were both awarded a Nobel Prize in 2002 and 2017 respectively. However, a lot remains to be done to fully uncover the implications of individual beliefs and self-views for economic decision-making. This thesis moves in this direction. It in fact shows that the fruitful integration of solid psychology findings with robust economic models not only leads to a more comprehensive understanding of economic phenomena such as institutional change or lack thereof, but also provides scope for exploring exciting new research questions at the intersection of both disciplines.

Finally, the dissemination of the outcome of this research project is ongoing. The results have been presented to international audiences in seminars and conferences. The three main chapters of this thesis will be submitted to international peer-reviewed journals soon.
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