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Abstract

Recent studies in general are positive regarding the effectiveness of US counterinsurgency programs in Iraq. The right mix of coercion, ethnic strategy, and public goods provision, it is argued, makes Iraqis less likely to rebel against the US army and the Iraqi government, thus reducing insurgent violence. In fact, the number of insurgent attacks dramatically declined shortly after the change in the counterinsurgency strategy in 2007. How robust is the positive finding? A common assumption behind previous analyses is that insurgent attacks have a strong local root and is unlikely to be reproduced in other areas. Violation of this spatial independence assumption, however, can potentially bias towards the positive result. Based on the novel spatial dynamic panel data (SDPD) model, my analysis shows that spatial dependence should be addressed and cannot be assumed away. Results based on the new model also reveal that, conditional upon other strategies, the effects of a counterinsurgency strategy vary considerably both in magnitude and direction, suggesting that some policy mixes could be counterproductive. Policy makers seeking to adopt similar strategies in Afghanistan should take the relocation into account in their policy evaluations.
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1 Introduction

 Violence in Iraq did not stop after the end of the interstate conflict between the US and Iraq in 2003. Local insurgencies emerged against Coalition and Iraqi forces. Hundreds of attacks against the Coalition were recorded every week between 2004 and 2010. Worse still, there was a sustained number of attacks in the first four years after the victory. To reverse the trend, in January 2007, the Bush administration announced the deployment of an additional 20,000 soldiers to the existing 150,000 US troops in Iraq, mainly in Baghdad. The number of attacks however did not subside until it reached a peak of about 1,800 attacks per week in mid-2007. The figure then plummeted in the following months.¹

 Several arguments have been advanced to explain the dramatic turn in the level of violence. One candidate policy factor is the troop surge; the increase in troop density initiated in early 2007 effectively combated the insurgents and deterred future violence. Another prominent view stresses the alliance between the US military and the local tribes (e.g. Long 2008). Under the protection of the US military, the local tribes were able to restore the traditional political order. Some added that the change in military doctrines is responsible for the change. Intelligence from and connections with the local population created a synergy effect with the surge that made the counterinsurgency effort more effective. The alliance can be seen as an exchange between protection and intelligence, therefore two strategies are jointly responsible for the drop (Biddle, Friedman, and Shapiro, 2012). Berman, Shapiro, and Felter (2011) propose that the improved provision of public goods wins the hearts and minds of the people in local communities and induces them to cooperate with the security forces. Emphasizing also hearts and minds, Lynch (2011) however argues that financial incentives would only be accepted hence take effect when the stigma against working with Americans would be reduced by both strategic communications and continuous long-term engagement. The effect of the surge is realized by transforming the relationships with Iraqis through ‘endless cups of tea’, so the policy effect is not all about coercion. Based on 171 deployment campaigns since World War I, Friedman (2011) also finds that force size has no statistically significant effect on the success of a counterinsurgency strategy. Recent critiques state that domestic political factors could be far more important than the change in the counterinsurgency doctrines and policies (e.g.

 ¹A similar pattern is observed when one measures violence differently by looking at civilian or military fatalities.
Hagan, Kaiser, and Hanson 2013; Lindsay and Long 2013). All in all, though there is disagreement on the mechanisms and the (relative) contribution of individual policy remains controversial, the tenability of the synergy thesis is largely deemed positive based on mainly qualitative research. Large-N comparisons across space and time are scant and limited, and the exceptions often focus on one or two policy measures, without explicitly modeling the interaction effect underlying their arguments.

Previous evaluations are not incontestable at a theoretical level. A core assumption behind previous analyses is that insurgencies are heavily restricted by local immobile human geographical factors, and, to some extent, insensitive to counterinsurgency policies, such that insurgency is geographically confined and attacks will not spill over to other geographical units. The spatial independence assumption is proved to be disputable. In the terrorism literature, it has been constantly found that insurgents are reactive to policies and adjust their targets and attack modes swiftly. Admittedly, on the execution level, insurgency does hinge on local factors (e.g. geographical knowledge and advantage), but the local barrier is far from insurmountable and could be overcome by hiring the locals. So violence could be easily reproduced in other areas in the presence of some shared factors such as nationalist sentiment. More importantly, if this kind of spatial interaction prevails, analysis that fails to incorporate the factor would plausibly arrive to a different conclusion and risk providing misleading policy recommendations.

The major contribution of this paper is to quantitatively assess the effects of three major counterinsurgency policies after taking the spatial dependence consideration into account. Given my use of the Iraqi data, the evaluation, hence the policy conclusion, is likely to be context-specific. Nevertheless, in the theory section I will provide a more general framework to conceptualize the issue by listing some relevant factors. In this way the evaluation remains relevant at both theoretical and practical levels.

In the rest of the paper, I will first introduce the target selection framework and list several factors related to insurgent mobility question. I will then explain the significance and relevancy of the argument and point out the empirical consequences of ignoring such mobility issue. An econometric model encompassing spatial dependence will be introduced in the next section, followed by the discussion of the empirical results and conclusion.
2 Insurgent Mobility and Reproducibility of Violence

As established in terrorism literature, it has been repeatedly found that terrorists are calculative and selective when choosing their targets (Crenshaw, 1998; Drake, 1998; Faria, 2006; McCartan, Massell, Rey, and Rusnak, 2008). Insurgents are responsive to the costs of attacks and tend to choose less well-guarded targets and locations. The same holds for the choice of strategies and attack modes (Enders and Sandler, 1993; Jenkins, 1986). For instance, the time series analysis by Enders and Sandler (1993) indicates that counter-terrorism measures designed to reduce one type of attack (e.g. the installation of metal detectors in airports) increases other types of attack such as kidnappings and assassinations. This raises the concern as to whether counterinsurgency creates only a balloon-squeezing effect. Limiting the validity of an analysis, this concern is sometimes acknowledged (Biddle et al., 2012, 22) and recognized (e.g. Hughes 2010, 167; Malkasian 2006, 383), but empirically left unhandled.

Instead of viewing a country as a disconnected set of districts, insurgents are likely to consider the country as a whole and see neighboring districts as spatial substitutes of the heavily deployed districts. Insurgents could move to other less well-guarded locations and achieve similar outcomes by incurring some costs. The perspective constitutes a legitimate challenge to evaluations which simply assume away this possibility by focusing only on local indicators. This is certainly a mismatch between analysis and experience on the ground. In fact, sticking to the local indicators may lead to operations that may spread violence to other locations and create multiple fronts. All in all, the policy conclusion could plausibly be changed if the objectives of an operation have several dimensions that include, for instance, the size of the affected area and the ease of control.

The framework suggests that the validity of the finding in previous studies is dependent to the degree of substitutability between different locations from the perspective of the insurgents. Analyzing the question using an actor-centered approach, this question could be understood as enumerating criteria of target selection or the determinants of mobility. How important are the local human geography factors to the insurgents? How swiftly are the insurgents to adjust their plans and to seed violence in other places? As it is more common that researchers have only regional characteristics in their data sets, if one cannot hope to get a genuine answer from insurgents, an analytic framework based on local factors is beneficial. While the following enumeration does not
mean to be exhaustive, it proves to be helpful for an early analysis of its ilk.

In short, reproducibility of violence depends on the significance of various geographical and human-related factors to the insurgents. Factors include but are not limited to geography, socio-economic characteristics, customs, and human relations between the insurgents and the inhabited groups. These factors carry different weights in insurgents’ calculus. As the weights of factors vary from case to case, the net effect is usually ambiguous and is a ultimate empirical question. Generally speaking, if the local factors are deemed to play a more crucial role, one would expect that violence is more difficult to be bred. On the other hand, if the location-specific factors are less critical to the rebel group, substitution is more likely to be seen. Note that a single factor could work through multiple mechanisms and factors could be inter-related.

A number of factors are particularly relevant in the Iraqi context. The first is economic well-being. Destitution, income inequality and poor living conditions may create grievance among local communities (Cederman, Weidmann, and Gleditsch, 2011). Economic deprivation could reduce the opportunity costs of recruiting a rebel (Fearon and Laitin 2003; Humphreys and Weinstein 2008). The change of living conditions may motivate Iraqis to take revenge by attacking the Coalition forces who are thought to be occupying their land. Hughes (2010, 159) indicates that many insurgencies against the Coalition were initiated by the humiliated and impoverished ex-officers of the demobilized Iraqi army. The perceived failure to reconstruct the country could inspire resentment among Shias and Sunnis alike. If this perception is widespread in Iraq, insurgencies would have a wider base to breed violence. Attacks, in consequence, would be less likely to be geographically confined. On the other hand, if poverty is confined to a certain area, or income inequality is the factor to be blamed, insurgents may find it more difficult to reproduce violence in regions where people are more satisfied with their lives.

The second factor is natural resources. Oil, gas, and pipelines are unequally distributed in Iraq. If the resource revenue is essential to the survival and activities of the insurgents, insurgents are more likely to stay close to and safe-guard the resources (Buhaug and Rod 2006; Ross 2004). Insurgents are also less likely to be incentivized to move beyond their control zones to initiate attacks in regions where they have no immediate interests. In cases where insurgents do not control the territory, if attacks are inevitable, insurgents are more likely to find resource-rich regions particularly attractive. Hughes (2010, 165) documents that Sunni insurgents targeted the power grid and oil industry, with
an intention to sabotage reconstruction and to intensify discontent among Iraqis, a logic related to the economic factor discussed before.

The third candidate factor is demographic distribution. Whether an ethnic group has motivation to attack is found dependent to the power shift and configuration of the group in the polity (Cederman, Gleditsch, and Buhang 2013; Cederman, Wimmer, and Min 2010). Sunnis who were attached to the Ba’ath regime lost their privileged political position after the war (Hughes, 2010). This factor is indeed found strongly associated with the attacks, at least in the early years following the invasion (Berman et al. 2011). Public opinion surveys carried out in 2006 and 2007 reveal that over 90% of Sunnis had a negative opinion towards the presence of the US, felt that the US negatively influenced the situation in Iraq and emotionally supported the attacks (Lynch, 2011, 49-50). In this case, Sunnis may find it difficult to export violence to, for example, Kurdish-dominated areas. On the other hand, the nationalist resentment could be shared by many Iraqi and nationalists outside Iraq. Power struggles within and among different religious groups also led violent outbidding a viable strategy to gain public support (Hughes, 2010, 159-161). In this way, nationalism and political competition may lead insurgencies not to be bounded locally.

Information problem is universal to all kinds of attacks. The contents of information are usually location-specific. Though insurgents are highly mobile and can, for example, install improvised explosive devices (IEDs) in other localities, the lack of local knowledge could bar insurgents to effectively organize an attack without receiving some help from the locals. Information related to routes for logistics and retreats, and locations that maximize enemy casualties are examples of parameters of concern to insurgents. In fact, an argument for the effectiveness of the new counterinsurgency doctrine is that it engages the locals to provide intelligence, which helps security forces to identify and expel outsiders (Biddle et al. 2012; Lyall 2008; Lynch 2011). In short, if the information problem is a severe constraint, the likelihood and success rate of reproducing attacks elsewhere will be reduced.

Tribal politics and networks among local elites and political leaders could inhibit violence. Long (2008) and Hughes (2010) consider that Al-Qaeda’s violent coercion against Sunnis in Anbar created an opportunity for the US military to ally with the Anbar Salvation Council. Anger and insecurity catalyzed local tribes and the military to cooperate, which laid down a foundation for the coming political change that contributed to the success of the tribal strategy. Also related
are ethnic and tribal relations and social norms. If the social groups of concern are in enmity or have a rigid conception of territory, insurgents would become more reluctant to cross the regions or to buy-off people of other groups, although the social labels sometimes could be fluid and multi-layered. If that is the case, diplomacy or political exchanges among tribes will help insurgents to overcome information constraint. Inter-tribal cooperation and facilitation could vary at different levels. Cooperation could take many forms, such as contracting out attacks, offering assistance in terms of resources and intelligence, or simply turning a blind eye to the attacks and refusing to share intelligence with the military. A neutral local group may not want to be involved or become a scapegoat, and consequently refuse to cooperate or choose to report to local security forces. On the other hand, groups in constant conflict, for example, such as Sunni and Shia, would find cooperation or alliance more difficult.

Finally, some locations possess higher strategic or symbolic values than the others. Controlling them is deemed desirable (Goddard, 2006). Examples are Baghdad and Najaf. In that case, insurgents will be more willing to tolerate loss or to incur costs to gain control of the region, instead of replacing it with substitutes of lower value to them.

3 Empirical Consequences of Ignoring the Issue of Insurgent Mobility

Whether target substitution is real or not,, why should analysts care about it? When relocation is common, reduction of violence in one district means a higher level of violence in neighboring districts. Focusing on the temporal pattern of violence in one region and ignoring the possibility of spatial spillovers would paint an overly optimistic picture regarding the effectiveness of the counterinsurgency strategy under consideration. Recall that in a large-N setting the finding of a strategy being effective in reducing violence is based on the assumption that other districts which enter the analysis constitute a qualified control group. If displacement of violence is widespread, this cross-unit interdependence violates the stable unit treatment value assumption (SUTVA) commonly made in analysis. The violation renders results even obtained from an experimental setting biased (Franzese and Hays, 2008, 760). Subject to interdependence, the analysis risks incurring omitted variable bias and exaggerating the effect of the counterinsurgency strategy under evaluation. The
bias cannot be corrected by simply clustering the standard errors (Franzese and Hays 2007; Franzese and Hays 2008, 754-757).

In our Iraqi case, the logic suggests that seeing that the violence level dropped in Baghdad in comparison with that of in Baladrooz, a district bordering Mada’in in Baghdad, is not enough, as the trend in Baladrooz is ‘contaminated’ if relocation occurs. In fact, the rise in the level of violence in the control regions like Baladrooz will lead to an overestimation to the effectiveness of the counterinsurgency programs under comparison. This is true even if the violence was unabated in the presence of a counterinsurgency program because the level of violence was in fact increased in the ‘control’ district. Data suggest that the relocation which we worry about was likely to happen. Figure 1 plots the (weekly) number of attacks in Baladrooz and Mada’in between 2004 and the first half of 2009, a period covering the surge and other counterinsurgency measures active in 2007. Two districts share a similar trend in the beginning, but the trend of violence diverges shortly after 2007. More importantly, the number of attacks in Baladrooz increased shortly after a drop in Mada’in starting from late 2007; a pattern consistent with the displacement hypothesis. Moreover, a naive extrapolation of the trend in Baladrooz suggests that the violence might be around 250 attacks per week in the second half of 2008, instead of over 400 attacks that we actually observed. This implies that if violence spilled over to Baladrooz, the effectiveness of the counterinsurgency program could be exaggerated if it is not an artifact of the contamination due to the spillover. The widening gap between two districts due to relocation would lead analysts to wrongly conclude that the program was highly effective. All in all, the illustration is not to mean that the rise must be caused by joint counterinsurgency effort in 2007. Yet, the example legitimizes the theoretical and empirical concerns that have been discussed. Both issues should be properly addressed.

---

2 Recorded in the Multi-National Forces Iraq (MNF-I) SIGACT III database. ‘Significant activities’, or SIGACT, is the count number of attacks considered to be targeted against the Coalition forces.

3 A recent study by Romano et al. (2013) assesses the impacts using time-series analysis by pooling all districts together, in order to avoid the interdependence problem mentioned here. But the design does not allow us to test and gauge the spillover effect that this paper aims to address.
In summary, the interplay among a myriad of factors discussed in the previous section makes it hard to predict to what extent displacement of violence was present and may bias a result; this is ultimately an empirical question. While data availability disallows me to disentangle the effect of each individual factor discussed before, three questions of particular interest are answerable:

1. Is spatial interdependence in the Iraqi case an issue severe enough to revise previous research findings?

2. What are the marginal contributions of various counterinsurgency policies to the reduction of violence?

3. Is there a synergy effect between programs?

The following section will introduce the econometric model used to analyze the issues.

4 Data and Method

Data for the analysis are based on Berman et al. (2011). The dependent variable is the number of attacks against the Coalition forces. The measure is by no means perfect (see Berman et al. (2011,
But it is one of the most detailed and consistent measures available and widely used in other quantitative studies such as Berman et al. (2011), Biddle et al. (2012) and Romano et al. (2013). I do not distinguish various types of attacks to allow substitution among attack modes. There are three independent variables of particular interest. The first is the change in the number of brigades in 18 governorates between the second half of 2006 and the first half of 2008. The variable records not only the surge of the US military but also of the Iraqi Army, including (military) national police and border enforcement, a surge far more substantial than that of the US in terms of scale. As there is no high-resolution data prior to the period (i.e. details on both time and locations) available, the treatment implicitly assumes that there is no change in deployment before the second half of 2006, which is certainly not true. Whether this may lead to an underestimation of the contribution of the surge is unknown. On one hand, the withdrawal of the Multi-National Force might lead to the an escalation of violence in Iraq;\footnote{The major cutting back of the British military was in 2003 and 2004 (Hughes, 2010, 158). The period was not covered in my sample after lagging the variables to fit in the model.} on the other hand, the expansion of the Iraqi Army could enhance the security of the region. Overall, if one tends to believe that the Multi-National Forces are the unmissable security providers to the country (Hughes, 2010, 158; 167), the failure to account for their role before the surge would lead to an underestimation of their contribution of the surge. In this way, the estimated effect is likely to be a lower-bound effect of the program. To reduce the impact of the assumption, I rely on the time dummy variables to absorb this country-wide policy change. The treatment is certainly far from perfect. But the addition of this surge variable, which is absent in previous studies, should substantially improve the validity of the evaluation.

The other two independent variables are expenditures in two types of projects: the Commander’s Emergency Response Program (CERP) and the Sons of Iraq (SOI). Data for the CERP projects records non-SOI related expenditures on reconstruction in Iraq. Projects cover areas like education, health, and transportation. Given the public goods nature, the variable is adjusted for the sizes of population and of the district. The cross-section unit is district and the time unit is half-year. As most projects last for several months, the six-month window allows the projects to complete and to bring benefits perceivable to the local communities (Berman et al., 2011). Other control variables include population, an index of satisfaction with local public goods provision, income, and pipeline volume (weighted by price of oil and gas and adjusted for inflation), I also constructed
three dummy variables that indicate whether a district is dominated by Sunni, Shia, or mixed with Sunni, Shia, and/or Kurdish; the reference group is Kurdish. To avoid reverse causality, the policy and resources variables are lagged one period.

The basic model, which does not contain spatial weight term, is first estimated with the ordinary least square (OLS). Estimation then is extended to the fixed-effect model with time dummies, that is, the two-way error-component model in Baltagi (2005). The fixed-effect model is able to control for selection effects due to any time-invariant, district-specific characteristics. The model is also able to control for most of the immobile human-geographical factors, which are likely to be time-invariant, discussed in the earlier sections.

I proceeded by estimating the following spatial model using maximum likelihood estimation with a modified likelihood function (Ord, 1975):

\[
y_{it} = \delta \sum_{j=1}^{N} w_{ij}y_{jt} + \theta \sum_{j=1}^{N} w_{ij}x_{jt} + \gamma x_{it} + \beta z_{it} + \mu_{i} + \pi_{t} + \varepsilon_{it}
\]  

(1)

In the above model, \(y\) is the dependent variable, \(w\) the spatial weight, \(x\) the explanatory variable hypothesized to exert both spatial and non-spatial effect to \(y\), \(z\) other explanatory variable, \(\mu\) the district-specific effect, and \(\pi\) the time-specific effect.\(^5\) The significance of the spatial effect could be evaluated based on the Wald test (Anselin, Le Gallo, and Jayet, 2008). The spatial Durbin model, rather than the more common spatial lag or spatial error models, is estimated as it is more general (see footnote 5) and generates results that better match our research interests.\(^6\) Spatial substitution exists when \(\theta > 0\). Literally, it says the violence level in district \(i\) would increase as the intensity of counterinsurgency policy \(x\) in neighboring district \(j\) increases. If \(\theta < 0\), one may interpret the counterinsurgency has a preemption effect; counterinsurgency in that case not only helps reduce violence in the operated regions but their neighborhoods as well.

The model above could be restrictive in the sense that only time-invariant omitted variable is controlled for. To better capture the omitted time-varying effect, the dynamic panel model that includes a lagged dependent variable, which summarizes the recent history of violence in the unit,

\(^5\)To avoid burden the equation, the case where there is only one \(x\) and \(z\) variable is shown. This spatial Durbin model could be reduced to the more common spatial lags or spatial error models if certain restrictions on the parameters are imposed (LeSage and Pace, 2009). Since the research interest is the significance of the spatially lagged explanatory variables, I estimate the full model without imposing any parameter restrictions in the investigation.

\(^6\)See Elhorst (2012).
is also estimated (Angrist and Pischke, 2009).

\[ y_{it} = \tau y_{i,t-1} + \delta \sum_{j=1}^{N} w_{ij} y_{jt} + \theta \sum_{j=1}^{N} w_{ij} x_{jt} + \gamma x_{it} + \beta z_{it} + \mu_i + \pi_t + \varepsilon_{it} \] (2)

To estimate the spatial dynamic panel model, the quasi-maximum likelihood estimator by Yu, de Long, and Lee (2008) designed for spatial panel model is employed. The estimator not only accounts for the endogeneity related to the spatial term and the lagged dependent variable, it also performs well by requiring only either \( N \) or \( T \) to be large (Lee and Yu, 2010a). A follow-up Monte Carlo study by Elhorst (2010) found that the estimator outperforms the GMM estimator in terms of biasness when \( T \) is small, a situation we have in the present case. One may argue for an alternative model such as Poisson or negative binomial for count data, but the property of those estimators is unproven in a spatial dynamic setting. For this reason, I treat the dependent variable as a continuous one. In fact, upon data transformation (i.e. de-meaning), the dependent variable that enters the maximum likelihood is continuous and contains negative values.

Care has to be taken when evaluating the marginal effect of an explanatory variable as the dependent variable now appears on both sides of equations (1) and (2) in the presence of the spatial lag. A statistically significant coefficient does not necessarily mean that the explanatory variable has a statistically significant effect (Franzese and Hays 2007, 2008). To see this, rewrite equation (1) in matrix form as

\[ Y = WY\delta + WX\theta + X\gamma + Z\beta + P_\mu\mu + P_\pi\pi + \varepsilon \]

, where \( P_\mu = \iota_T \otimes I_N \) and \( P_\pi = \iota_N \otimes I_T \) are the district-specific and time-specific effects. After collecting terms and taking the partial derivative, the marginal effect of \( X_k \) is,

\[ \frac{\partial Y}{\partial X_k} = \left[ \frac{\partial Y}{\partial x_{1k}} \cdots \frac{\partial Y}{\partial x_{Nk}} \right] = \left( I_N - \delta W \right)^{-1} \left[ \begin{array}{ccc} \gamma_k & w_{12} \theta_k & w_{1N} \theta_k \\ w_{21} \theta_k & \gamma_k & w_{2N} \theta_k \\ \vdots & \vdots & \vdots \\ w_{N1} \theta_k & w_{N2} \theta_k & \gamma_k \end{array} \right] \] (3)
The resulting matrix is a square matrix with dimensions $N$ by $N$, with $N$ equal to the number of districts. The matrix summarizes the marginal effects of the explanatory variable $X_k$ to $Y$. Each element in the matrix represents the marginal effect related to the explanatory variable $x_k$ in district $j$ (row) on the dependent variable in district $i$ (column). For example, consider the square matrix corresponding to the variable CERP spending. The element at row 10 and column 5 tells us the marginal effect of CERP spending in district 10 on the violence level at district 5, after taking into account the possible feedback, which is picked up by the term $(I_N - \delta W)^{-1}$. By feedback, it means the effect of violence in $i$ to $j$ (first-round), and from $j$ back to $i$, and from $i$ to $j$ (second-round), and so on. The diagonal elements in the matrix is the direct effect of the explanatory variable (i.e. policy at district $i$ on violence in the same district); all the off-diagonal elements represent the indirect effect (i.e. spillover effects). As each element in the matrix is district-specific, so it would be inconvenient to report the district-by-district effect. Consequently, the average marginal effects will be reported. To do so, one can take the average of the corresponding elements: that is, the average of all diagonal elements for the average direct marginal effect, and the average of either the row sums or the column sums of the off-diagonal elements for the average indirect marginal effect (LeSage and Pace, 2009).

The last equality in equation (3) clearly shows that the direct marginal effect of $X_k$ on $Y$ is determined by two parameters: $\delta$ and $\gamma_k$, which interact non-linearly. Given the interaction, care also has to be taken to make statistical inferences concerning the marginal effects, as the standard error of the estimated coefficient $\gamma_k$ is different from the standard error of the marginal effect, which depends on both $\delta$ and $\gamma_k$. To correctly evaluate the statistical significance of the marginal effect, I used the simulation method to construct the empirical distributions of the simulated marginal effects based on the estimates and the information matrix (Greene 2011). The simulation exercise is functionally akin to the familiar t-test in usual regression analysis. The complication here is necessary because, to recap, the marginal effects of the explanatory variables are not identical to their corresponding coefficients in model with a spatially lagged dependent variable on the right hand side of the equation.

---

8 For example, with 104 districts in our case, there are $104 \times 104 = 10,816$ marginal effects for each variable $X_k$ per period. From equation 3, it should be clear that the variation is driven by the spatial weights.
5 Results

The estimation results are reported in Table 1. Results based on OLS estimation, which is contained in column 1, are somewhat consistent with our expectations: Areas dominated by Sunni or mixed Sunni with Shia recorded a higher number of attacks; some counterinsurgency measures are effective in reducing the level of violence, resources and income level, however, are not statistically significant. The results in general suggest that the attacks to Coalition Forces are not economic or greed-driven but mainly political.

Findings based on the OLS estimation, however, are likely to be affected by the selection effect. For this reason, I also estimated the fixed-effect model which better controls for the selection effect due to time-invariant factors. Added to the benchmark is the static spatial panel with both district-effect and time-effect. Statistical significance of the coefficient corresponding to the spatial term suggests that spatial interaction has a statistically significant role to play in the process. In other words, failing to consider the spatial dimension has a potential to bias the estimation of the policy effects.

One major limitation of the static models is that it fails to account for the short-term dynamics of violence, which interests policy makers the most, as counterinsurgency is likely to be responsive to recent change in the level of violence hence not time-invariant. Adding a lagged dependent variable, which summarizes the immediate unit history, to the right hand side of the model allows me to better account for the short-run adjustment dynamics of violence in response to counterinsurgency policy. The estimation results of the more general model are reported in the last column. The coefficients related to the spatially and temporarily lagged dependent variables are sum to $0.892 < 1$ (i.e. $1.297 - 0.405 = 0.892$). In other words, the series is stable and non-explosive (Lee and Yu, 2010b).

As discussed in the previous section, with the multiplier effect, coefficients interact non-linearly. The statistical significance of the lower-order coefficients also has a specific interpretation; that is, the effect is conditional on the other constitutive term equal to zero (Brambor et al., 2006; Braumoeller, 2004). Consequently, one cannot easily evaluate the marginal effect and its statistical significance by simply reading from Table 1. For illustration, consider the marginal effect of SOI. Based on equation (3), the marginal effect of SOI on SIGACT at time $t$ is:
### Table 1: Estimation Results

<table>
<thead>
<tr>
<th>Dependent variable: SIGACT</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIGACT&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>1.297***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.SIGACT</td>
<td>-0.442***</td>
<td>-0.405***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOI&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-0.442***</td>
<td>-0.405***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CERP&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>12.097**</td>
<td>2.529</td>
<td>1.875</td>
<td>-1.242</td>
</tr>
<tr>
<td>Surge&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.140</td>
<td>0.076</td>
<td>0.112</td>
<td>0.843***</td>
</tr>
<tr>
<td>(SOI × CERP)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.028</td>
<td>-0.426**</td>
<td>-0.418***</td>
<td>-0.114</td>
</tr>
<tr>
<td>(SOI × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-0.011</td>
<td>-0.074**</td>
<td>-0.070***</td>
<td>-0.047***</td>
</tr>
<tr>
<td>(CERP × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.335**</td>
<td>0.095</td>
<td>0.096</td>
<td>-0.551***</td>
</tr>
<tr>
<td>(SOI × CERP × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-0.004</td>
<td>0.009*</td>
<td>0.010***</td>
<td>0.011***</td>
</tr>
<tr>
<td>Resources&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-0.025</td>
<td>-0.084</td>
<td>-0.066</td>
<td>-0.176</td>
</tr>
<tr>
<td>ln(population)</td>
<td>131.744**</td>
<td>39.531</td>
<td>26.024</td>
<td>-52.608</td>
</tr>
<tr>
<td>W.SOI&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-4.772</td>
<td>-6.432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.CERP&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-27.049</td>
<td>69.507***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.Surge&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>3.794</td>
<td>30.844***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.(SOI × CERP)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.910</td>
<td>4.751***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.(SOI × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-0.285*</td>
<td>-0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.(CERP × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>-1.198**</td>
<td>-4.637***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W.(SOI × CERP × Surge)&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.067***</td>
<td>0.024</td>
<td>(0.023)</td>
<td></td>
</tr>
<tr>
<td>W.Resources&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.141</td>
<td>-2.102***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunni</td>
<td>245.295**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shia</td>
<td>-55.635</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>285.780***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>25.742</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public goods</td>
<td>-4.432</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-1522.472**</td>
<td>-368.171</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** *p<0.1; **p<0.05; ***p<0.01
\[
\frac{\partial \text{SIGACT}_t}{\partial \text{SOI}_{i,t-1}} = (I_N - \delta W)^{-1} \begin{bmatrix}
\Gamma_{i,t-1} & w_{12}\Theta_{j,t-1} & \cdots & w_{1N}\Theta_{j,t-1} \\
w_{21}\Theta_{j,t-1} & \Gamma_{i,t-1} & \cdots & w_{2N}\Theta_{j,t-1} \\
\vdots & \vdots & \ddots & \vdots \\
w_{N1}\Theta_{j,t-1} & w_{N2}\Theta_{j,t-1} & \cdots & \Gamma_{i,t-1}
\end{bmatrix}
\]

(4)

where

\[
\Gamma_{i,t-1} \equiv \gamma_s + C_{i,t-1} \times \gamma_{s,c} + TS_{j,t-1} \times \gamma_{s,ts} + C_{j,t-1} \times TS_{j,t-1} \times \gamma_{s,c,ts}
\]

own interact with CERP interact with the surge interact with CERP and the surge

direct effect

\[
\Theta_{j,t-1} \equiv \theta_s + C_{j,t-1} \times \theta_{s,c} + TS_{j,t-1} \times \theta_{s,ts} + C_{j,t-1} \times TS_{j,t-1} \times \theta_{s,c,ts}
\]

own interact with CERP interact with the surge interact with CERP and the surge

indirect effect

with \( S \) denoting SOI, \( C \) CERP, \( TS \) troop surge, and the associated subscripts correspond to the coefficients of the (interacted) explanatory variables in the full mode. The expressions are much longer in our full model that includes interaction terms.

Three observations should be noted by inspecting the expressions. First, the total marginal effect is equal to the multiplier effect times the direct effect and indirect effect. Each of the direct and indirect effect has four components: one associated with SOI itself, two interaction terms associated, respectively, with CERP and the surge, and one synergy effect associated with both CERP and the surge. Second, there is a time subscript attached to the policy variables which considered to have a synergy effect with SOI. It means that the marginal contribution of a policy in the presence of synergy effect is time-varying. Finally, the marginal effect of a counterinsurgency strategy is asymmetric in the presence of a synergy effect. For instance, consider the synergy effect between SOI and the surge. With synergy, the marginal contribution of \( SOI \) depends on the prevailing status of the \( surge \). In parallel, the marginal contribution of the \( surge \) depends on the prevailing status of \( SOI \) as well. Though we are evaluating the same synergy effect between SOI and the surge, the marginal effects are different and depending on which other policy variable is held fixed (and at what value). The asymmetry implies that if there is a synergy effect between SOI and the surge, policy makers should carefully think about which strategies they want to adjust, as
the effect of lowering SOI (and holding the surge fixed) and of lowering the surge (and holding SOI fixed) may not have the same sign and size, with an effect depending on the estimates and other variables.

Figure 2: Aggregate Marginal Effects

In the following, I report the net or aggregate effects first, then the decomposition, both based on estimates obtained based on model (4). Figure 2 illustrates the (net) marginal effects of three policy variables. Since the marginal effects are time-varying, here I report the marginal effect based
on the period-average of the policy variables, with 95% confidence interval. The tails are trimmed and not shown in the diagrams, so if the distributions covers 0, shown with a dotted vertical line, it signifies that the marginal effect is statistically insignificant at 5% level.

Because one cannot adjust SOI without changing, for example, SOI × Surge and SOI × CERP, Figure 2(a) essentially tells us that by slightly reinforcing SOI in a district, the average effect on the implemented district is likely to be violence-reducing, though the aggregate effect is not statistically significant at 5% level. The policy is not effective in reducing the number of attacks in the neighboring districts as well (Figure 2(b)). CERP has a similar effect in an implemented district (Figure 2(c)), but the same policy is very likely to increase the number of attacks in the neighboring districts (still a number of cases fall inside the 95% confidence interval, see Figure 2(d)). Finally, the effect of troop surge is similar to CERP, with a statistically significant spatial spillover effect (Figure 2(f)). Troop surge essentially drives out insurgents to other regions and spreads violence to its neighborhood.

The above findings suggest that the policies in general do not carry out the intended effects. But the aggregate effect may not be very informative. Different synergy effects may have marginal effects opposite in sign, and the heterogeneity renders particular counterinsurgency strategy void in net terms. For this reason, we would also want to see if different combinations of policy work in particular ways. For this reason, we turn to the decomposition. Again, the period-averages and confidence intervals are reported. We consider the direct effect first, that is, the marginal effect on the implemented districts. The results are provided in Figure 3. The results corresponding to SOI are contained in the first column, to CERP the second, and to the surge the third. Figures in the first row inform us the marginal effect of the policy in consideration by holding the other two policies fixed at its period-average values. Overall, if a district has all three policies active, increasing the intensity of whichever policy, the effect is similarly violence-enhancing; all statistically significant at 5% level. The second and the third rows give the marginal effects of a particular policy when one of the other policy held fixed and the third at zero.9 Highly likely to be violence-reducing is SOI with surge held fixed at period-average and CERP at zero (Figure 3(g)), so does its counterpart (Figure 3(f)). The effects of the combinations between CERP and the surge with no SOI is also promising (Figures 3(h) and 3(i)); both are statistically significant at 5% level. Lastly, figures on the final row

9See Braumoeller (2004) for the conditionality interpretation.
Figure 3: Marginal Effects (Direct)
informs us how a particular policy works when the other two were absent in a district. SOI and CERP are not likely to work in isolation (Figures 3(j) and 3(k)), confirming the synergy thesis by Biddle et al. (2012) and the logic in Berman et al. (2011). Surprisingly, the surge is likely to increase violence even in the implemented district. But given the model specification, this harmful effect can only be said to be present in short run. Though this finding sounds counter-intuitive, Biddle et al. (2012) and Lindsay and Long (2013) invariably point to the spike of violence shortly after the surge. So do Romano et al. (2013): troop surge in the short run causes more confrontations and back-fires; so the positive effect.

Consider the indirect or spillover effects. In general, the implementation of all three policies together is not particularly likely to produce a negative spillover effect (Figures 4(a) to 4(c)). Some duos, however, are dangerous. The SOI-surge pair, with no CERP on the ground, has no apparent spillover effect (Figures 4(f) and 4(g)). While the CERP-surge pair, with no SOI, reduces violence in the neighborhood (Figures 4(h) and 4(i)), the implementations of SOI and CERP without surge could drive insurgents elsewhere (Figures 4(d) and 4(e)). Considering each counterinsurgency policy alone, both CERP and troop surge, without some mixes of other policies, are likely to breed violence elsewhere (Figures 4(k) and 4(l)). The fare of SOI is better, but the negative effect is far from certain (Figure 4(j)).

Table 2: Results Comparison

<table>
<thead>
<tr>
<th>Row</th>
<th>SOI</th>
<th>CERP</th>
<th>Surge</th>
<th>Direct</th>
<th>Indirect</th>
<th>Synergy</th>
<th>Hearts &amp; Minds</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>*</td>
<td>mean</td>
<td>mean</td>
<td>↑</td>
<td>0</td>
<td>Synergy?</td>
<td>Hearts &amp; Minds?</td>
</tr>
<tr>
<td>(2)</td>
<td>*</td>
<td>mean</td>
<td>0</td>
<td>0</td>
<td>↑</td>
<td>Not specified</td>
<td>Hearts &amp; Minds?</td>
</tr>
<tr>
<td>(3)</td>
<td>*</td>
<td>0</td>
<td>mean</td>
<td>↓</td>
<td>0</td>
<td>↓</td>
<td>Not specified</td>
</tr>
<tr>
<td>(4)</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Not specified</td>
</tr>
<tr>
<td>(5)</td>
<td>mean*</td>
<td>mean</td>
<td>↑</td>
<td>0</td>
<td>Not specified</td>
<td>↓</td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td>mean*</td>
<td>0</td>
<td>0</td>
<td>↑</td>
<td>Not specified</td>
<td>↓</td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>0</td>
<td>mean*</td>
<td>↓</td>
<td>↓</td>
<td>Not specified</td>
<td>↓</td>
<td></td>
</tr>
<tr>
<td>(8)</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>↑</td>
<td>Not specified</td>
<td>↓</td>
</tr>
<tr>
<td>(9)</td>
<td>mean</td>
<td>mean*</td>
<td>↑</td>
<td>0</td>
<td>Synergy?</td>
<td>Hearts &amp; Minds?</td>
<td></td>
</tr>
<tr>
<td>(10)</td>
<td>mean</td>
<td>0</td>
<td>*</td>
<td>↓</td>
<td>0</td>
<td>↓</td>
<td>Not specified</td>
</tr>
<tr>
<td>(11)</td>
<td>0</td>
<td>mean*</td>
<td>↓</td>
<td>↓</td>
<td>Not specified</td>
<td>Hearts &amp; Minds?</td>
<td></td>
</tr>
<tr>
<td>(12)</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>↑</td>
<td>↑</td>
<td>0</td>
<td>Not specified</td>
</tr>
</tbody>
</table>

Table 2 summarizes and compares my findings (based on Figures 3 and 4) with the existing literature. The star in column one to three denotes the marginal effect being evaluated. ‘Mean’
Figure 4: Marginal Effects (Indirect)
and ‘0’ indicate the conditions of the marginal effect. Arrows with a double vertical line signify that the conditional marginal effects are statistically significant at 5% level while the one with a single vertical line states that the effects are significant at 10% level. For example, row one is read as: higher intensity of SOI would increase the average level of violence when both CERP and the surge are conditional at their mean values. And the result is significance at 5% level. Under the same conditions, the average level of violence is not influenced by SOI in the neighboring districts in statistical terms.

Two observations follow from the table. First, it is obvious that the marginal effects of the same policy are very diverse and depending on the status of two other policies (e.g. compare rows 1 to 4). Second, the danger of generalizing the policy effect without specifying the conditions of other policy becomes clear. For example, in evaluating the synergy effect, that is, the interaction between SOI and the surge, while the results contained in rows 1, 3, 9, 10 are quite different, all could be consistent with the synergy thesis. The policy effect, however, is quite different. Worse still, not all of them work in the desired directions.

Overall, spatial spillover in some cases is real and considerable. But some policy-mixes help alleviate the side-effect. Also worth noting is that some policy mixes (e.g. the SOI-CERP pair) have opposite effects in the implemented and neighboring regions. More importantly, while the claims in previous studies are usually unconditional, my study shows that the effects are far from universal. Some combinations work better than others only when certain policy is held fixed or absent. Disregarding the conditionality could lead to undesirable policy outcomes. The effects of different strategies are non-additive. No counterinsurgency strategy (or its mix) is perfect and works unconditionally.

6 Conclusion

Previous sub-national analyses in counterinsurgency in Iraq usually make an implicit assumption that different units are independent. When the assumption is violated, the assessments could be biased towards the positive findings. This issue is more prevailing in sub-national analysis as the barriers to trans-administrative unit activities are often low. This study introduces a target selection approach to the insurgent mobility problem. While the net effect of counterinsurgency strategy is
always context-dependent, this study discusses a number of factors relevant to the problem and a novel tool portable to similar kind of analyses. Applying the framework and method to the Iraqi data, I found evidence showing that spatial interdependence should be taken seriously in the assessment exercise. The effects of a counterinsurgency strategy could vary considerably across space when mixed with other strategies. As the effect is usually conditional on the use of other strategies, no single strategy is a panacea. This caveat is especially important as similar strategies have been adopted in Afghanistan. The findings here are not to suggest to abandon the strategy of the surge given the spillover effect in the short run; the costs may be a necessary one to enhance security in the country. The findings simply suggest that policy makers should take the spillover effect into account when devising their strategies. A more fruitful approach should be attentive to the human and geographical factors of the regions and their neighborhoods. In general, a similar strategy in areas that disfavor violence substitution is more likely to be cost-efficient and effective, as it minimizes the harm due to the likely spillover effects.

The current evaluation exercise is by no means perfect. Many qualitative studies inform us that local political context also plays an important role (e.g. Hagan et al. (2013); Long (2008)). Though some of the domestic effects are geographically limited in scope hence not likely to change the overall pattern and the argument regarding relocation and conditionality substantially, a more elaborate assessment is desirable when data of high resolution in both time and spatial dimensions are available, a task that could be challenging in a conflict-torn country. Given the scarcity of data and my research objective, which is to assess the sensitivity of previous findings to the spatial consideration, I am not able to test which of the proposed factors are generally relevant in the target selection process, nor do I provide a complete theory in explaining the variations in the results; these tasks are possible only after an empirical pattern is described and confirmed. My contribution here is more on offering a framework, a tool, and providing new empirical findings based on improved data and method for further theorization.

My findings have important implications to the recent emerging conflict diffusion literature. A basic notion of the literature is that the spread of violence is not random and directionless (Midlarsky, Crenshaw, and Yoshida, 1980). Gleditsch (2007), Buhaug and Gleditsch (2008) and Cederman et al. (2013) have advanced the research agenda and asked why conflicts cluster in space. Is the clustering a result of diffusion or attribute clustering? What are the underlying mechanisms of
More recently, Checkel (2013) and Wood (2013) address the heterogeneity of diffusion mechanisms. The proposed target selection framework could be understood as a novel mechanism through which violence travels across spaces. My framework integrates agency with structural characteristics: violence could be a deliberate strategy of insurgents subject to geographical constraints, be the strategy a result of the counterinsurgency efforts or not. Thus, the framework avoids the dichotomy that overwhelmingly stresses on either agency or geography.

In short, the findings in this study should bring political scientists’ attention to the mobility issue and provide insights and tools that help both academicians and policy makers better address and conceptualize the target selection problem of insurgents.

---

10 See also Wood (2013, 238). Braithwaite and Johnson (2012) have found evidence of clustering in the Iraqi case.

11 See Baudains, Braithwaite, and Johnson (2013), which studies the 2011 riots in London, for a similar framework. But they hypothesized that the decision making of rioters was far from rational.
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