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4.2 Grouping patents into technological areas 

Figure 6 shows a small fictitious network; one can imagine large-scale networks to be much more 

complex, as those shown in Appendix A.1. Hence it became common practice to analyse their 

community structure in order to split them into partitions. Partitional and agglomerative hierarchical 

clustering methods have been defined to identify such structure. We use a method proposed by 

Newman (2004) based on the concept of modularity, which is defined as follows: 

            
  

 

 

Where eii is the fraction of edges falling within community i and ai
2 is equal to the squared sum of edges 

falling between communities, as           . Newman (2004) explains that  modularity Q can be also 

calculated as the fraction of edges that fall within communities, minus the expected value of the same 

quantity if edges fall at random without regard for the community structure. The author highlights that 

if a particular division gives no more within-community edges than would be expected by random 

chance modularity Q would be equal to zero. This approach allows to optimize modularity Q without 

the need to try all possible partition combinations (which would take an amount of time exponential to 

the number of nodes in the network). The optimization approach starts from the worse possible 

combination and then start an iterative aggregation process which stops when the increase of 

modularity becomes negative. Obviously, as explained by Newman (2004), since the joining of a pair of 

communities between which there are no edges at all can never result in an increase in Q, one needs 

only consider those pairs between which there are edges. Then the change in Q upon joining two 

communities is given by: 

                                 

We chose to use the Newman algorithm because, contrary to other popular community detection 

algorithm like, for instance, the Newman and Girvan one (2003), the former provides a benchmark to 

evaluate the quality of the partition and does not require to arbitrarily choose the number of 

communities to be identified. Indeed the modularity maximization procedure and the comparison with 

equivalent random networks returns the best partition of the network analysed, without assuming a pre-

existing community structure. 

The application of the Newman algorithm to the network of main paths calculated for the periods of 

observation returns the modularity values shown in Figure 8. 
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Figure 8: Modularity of the network of main paths 

  

The high values of modularity (always higher than 0.85) reveal a strong underlying community structure 

within the largest component (and the second one in the last period) of the NMPs, providing support 

for looking at the different technological areas within the Semiconductor technology separately.  

Table 2 shows some basic statistics about the technological areas of the semiconductor technology. As 

we can see the algorithm identifies a number of areas varying between 14 and 15 over the periods 

observed. The size of the largest area changes quite a lot and so does the standard deviation and the 

coefficient of variation.  

Table 2: Basic statistics for the technological areas identified by the Newman algorithm 

  76-80 
 

76-85 76-90 76-95 76-00 76-06  
(1st Comp.) 

76-06  
(2nd Comp.) 

        
Number of patents 694 1540 2678 2043 4557 3544 2762 

Number of clusters 14 15 14 14 15 15 14 

Size of the main cluster 128 328 368 272 637 701 489 

% of patents in main cluster 18,44% 21,30% 13,74% 13,31% 13,98% 19,78% 17,70% 

Size of smallest cluster 15 29 52 65 62 73 53 

% of patents in smallest cluster 2,16% 1,88% 1,94% 3,18% 1,36% 2,06% 1,92% 

Average cluster size 49,57 102,66 191,29 145,93 303,80 236,27 197,29 

St.dev. 34,16 80,38 80,41 69,76 143,03 149,51 118,04 

Coefficient of variation (St.dev/Av) 0,69 0,78 0,42 0,48 0,47 0,63 0,60 
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The large difference in size among technological areas within the same technological paradigm is a 

second hint of the importance of analysing the technological areas life cycle. In the next subsection we 

explain how we characterize the life cycle. 

4.3 Characterizing technological areas according to their life cycle stage 

The starting point to define the life cycle of technological areas is to acknowledge that firms’ innovative 

efforts cluster around a set of solutions to specific technological problems. The centrality of these 

problems and the relevance of the solutions ultimately depend on the evolution of the underlying 

technology. Therefore central technological areas today do not necessarily attract the same level of 

innovative efforts and interest tomorrow. Even within the same technological paradigm, technological 

areas arise, grow, renew and exhaust. During this process of evolution the relationship between 

different technological areas might change. This leads to changes in the direction of the technological 

trajectories connecting them. As we discuss those changes might be incremental or radical. When most 

of the technological areas connected by the main technological trajectory exhaust their innovative 

propulsion the entire trajectory suffers from obsolescence and is abandoned in favour of an entire new 

set of technological research questions which become the seeds of new technological areas. As we 

mentioned earlier, we argue that this is what we observe in the last period considered (2001-2006). This 

trajectory-based view on technological change lays at the heart of our methodology to identify the life 

cycle of the various semiconductor technologies. 

A somehow similar intention can be found in Shibata et al. (2008). However the authors only focused 

on emerging areas which they identify by looking at their age. Accordingly, the age of a given 

publication or patent is given by the difference between the publication or grant year and the year in 

which we are observing the network. The age of a research area is given by the average age of the 

publications or patents it is composed of. Shibata et al. define emerging areas as young areas which 

have little connections with past research areas (i.e. those observed in the previous time periods of the 

network). Figure 9 shows the age of the technological areas that we identified with the Newman 

algorithm.  
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Figure 9: Technological areas’ age by period of observation. 

 

The general positive relationship between age and the end year of the period of observation is not 

unexpected. After all the longer the period of observation the higher the average age of the 

technological areas should be. The interesting fact, however, is that from 1995 we begin to observe 

some areas which are much younger than the others. This is much more evident in 2000 and 2006. 

These young areas are those that Shibata and colleagues would define as emerging. The authors argue 

that there are two types of emerging areas: incremental and branching. According to Shibata et al. 

(2008) incremental emerging areas are young areas which are born from a previously existing one, 

whereas branching emerging areas are not related to any of the previous research areas5, therefore their 

appearance creates a totally new branch of research. The work by Shibata et al. (2008) inspired us to use 

a combination of community detection and network analysis methods to identify the stages of the 

technology life cycle. We improve upon their work to overcome what we think are two problems with 

their approach. First, if we only look at the average age of research areas we cannot identify possible 

emerging areas at the beginning of our analysis due to the fact that, by construction, all areas are young 

at the beginning of the period of observation. Second with this approach we can identify emerging 

areas but we cannot determine the life stage of the older areas. To avoid these shortcomings we 

distinguish three types of patents that can be found in the NMPs: young, persistent old and new old. Young 

patents are those granted in the last period of observation. Persistent old patents are those that have 

                                                   
5 The use of the term branching by Shibata et al. (2008) is actually a bit confusing given that, by definition, a branch 
generates from the trunk of a tree.  
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already been part of the largest component of the NMPs at least once in the periods before the one 

observed. New old patents are patents granted before the last period of observation which were 

previously disconnected from the main component of the NMPs. In our analysis we focus on six time 

periods: 1976-1980, 1976-1985, 1976-1990, 1976-1995, 1976-2000 and 1976-2006. Let’s take, for 

instance, the last period 1976-2006. For this period the three patent categories can be described as 

follows. Young patents are those granted after the end of the previous period (i.e. from 2000 till 2006) 

which connects to the main component of the NMPs. Persistent old patents are those who showed up 

in the main component of the NMPs at least once in one of the previous five periods. New old patents 

are those granted before 2001 which had never been part of the main component of the NMPs before. 

The distinction between persistent old patents and new old patents allow us to have a deeper look into 

old technological areas, distinguishing those which are following a stable technological trajectory (i.e. 

incrementally cumulative technological change) from those who are exploring a new one (incrementally 

disruptive technological change). Furthermore it also help us to differentiate between areas which are 

young but nevertheless building on previously explored technological paths and young areas which are 

not related to any technological solution that have been developed in the past. Figure 10 shows the 

relationship between the type of old patents and the age of the technological areas. Each circle stands 

for one of the technological areas identified over the six time periods. Its position on the horizontal 

axis reflects the age of the area. The vertical axis coordinate is given by the percentage of old new and 

old persistent patents found in the area (each area accounts for two circles in Figure 10). 

Figure 10: The relationship between persistent old patent, new old patents and the age of 

technological areas 
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The figure shows that young areas are more likely to build on previously unexploited technological 

solutions (new old patents) than known ones (persistent old patents). To the contrary, the more a 

technological area grows old, the more likely it will follow a stable and previously defined technological 

trajectory. This is not surprising, given the cumulative nature of technological change. Figure X clearly 

shows that patent composition within a technological area changes drastically with age.  This provides 

the rationale behind our definition of the technological area life cycle. Our analysis follows the intuition 

that it is possible to classify technological areas based on the relative number of young, persistent old 

and new old patents, they are composed of. This allows defining all the stages of the life cycle of 

technological areas, from emerging to exhausting. Furthermore we break the emerging area category 

into two sub-categories, breakthrough areas and disruptive areas, such that we can test Christensen’s 

hypothesis that disruptive technologies are more likely to be introduced by new entrants (Christensen, 

1997). In the following we describe each stage of the life cycle.  

Disruptive emerging areas 

It is widely recognized that technological progress has a cumulative nature and today’s solutions are 

likely to build on yesterday’s discoveries. This means that even when new technological areas emerge 

they might be related to previous technological solutions. Sometimes these solutions might have been 

neglected for a while, maybe because their applicability was uncertain at the time of their development, 

or because they were initially too costly or just for lack of vision. When they are “re-discovered” and 

are subject to new technological improvements they are likely to disrupt the technological trajectory as, 

according to the literature, most of the incumbents tend to fail to foresee this kind of technological 

change. This is due to myopia of learning (Levinthal and March, 1993) and path dependency, as 

explained by Christensen (1997), who defined disruptive technologies in great details. From the point 

of view of the network of main paths, we argue that disruptive technological areas are characterized by 

the presence of several young patents which builds largely on previously disconnected patents and very 

little on persistent old ones. 

Breakthrough emerging areas  

From time to time the assumption of cumulativeness of technological change is broken and a set of 

radical innovations emerge by standing out of the crowd of past technological solutions. Contrary to 

disruptive areas breakthroughs are not related to anything developed in the past. From a theoretical 

point of view there are three main reasons behind the emergence of breakthroughs. The first one 

relates to the entrance of new players, which by definition have less to loose from the introduction of 

radical innovations which create discontinuities with respect to skills cumulated in the past. Second, 
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breakthroughs might be developed by companies external to the industry (users or suppliers) on a 

necessity-bases or following a vertical integration strategy. These firms tend to bring a different 

research perspective which might lead to the appearance of radically new technological solutions. Third, 

breakthroughs might emerge in situations when all previous paths have been explored. In this case 

necessity brings the courage to experiment totally new solutions. Breakthroughs are obviously rare and 

are no guarantee of success. Indeed they might be rapidly abandoned and not developed further if they 

fail to establish a new technological trajectory. On the other hand, if successful they strongly shake the 

technological paradigm, questioning skills and expertise which have been developed in the past. Given 

the way we defined them we argue that breakthrough areas are characterized by a large number of 

young patents and a few new old and persistent old patents if at all. 

Early growth areas 

If successful, disruptive or breakthrough technological areas are developed further and move to a stage 

of early growth. During this stage the attractiveness of the area is high and the technological trajectory 

starts to consolidate. Therefore the number of young patents is high, the presence of persistent old 

patents increases and the one of new old patents decreases.  

Mature areas 

The following stage is the one of maturity. This stage is similar to the early growth with the only 

difference that the area now attracts much less young patents than before and technological change is 

even more cumulative, meaning that the number of persistent old patents keeps growing, to the 

detriment of the exploration of alternative trajectories.  

Renewing areas 

After the maturity stage the evolution of a given technological area is at a crossroad. The development 

of the given technology could be either stopped or get new vigour. In the former case the technological 

area begin exhausting. In the latter it enters into a renewing stage. In this case alternative technological 

trajectories are explored to avoid obsolescence. This might begin a new life cycle or just extend a bit the 

life of a technological area which will nevertheless exhaust. From the network of main path point of 

view renewing areas are characterized by a few young patents which build extensively on new old ones 

and on some persistent old patents. 

Exhausting areas 

There are several reason why a technological area might be abandoned by firms, it could be that it does 

not provide interesting technological research questions anymore, or that the underlying technological 
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problems proven to be too challenging (perhaps given the resources and capabilities available at that 

point in time) or that the technological trajectory switched to another direction making that particular 

area unimportant or just obsolete. No matter what the reason is we argue that exhausting areas are 

characterized by very few, if any, young patents, a large number of persistent old patents and almost no 

new old ones. 

So far we have defined the life cycle stage of a given technological area by arguing that it depends on 

how many young, persistent old and new old patents it is composed of. Now we need to define these 

quantities more precisely. Quantify how much is a lot is a task that is best done by comparison. 

Therefore we first take all areas identified by the Newman algorithm over the periods 1976-19856, 

1976-1990, 1976-1995, 1976-2000 and 1976-2006, we look at the percentage of young, persistent old 

patents and new old ones in each area and then we plot the distribution of these percentages. This is 

shown in Figure 11, where each of the areas is split into three observations indicating the percentage of 

young, new old and persistent old patents it is composed of. 

Figure 11: Cumulative distribution of the percentage of young, new old and persistent old 

patents for all the areas in the periods 1976-1985, 1976-1990, 1976-1995, 1976-2000 and 1976-2006 

 

                                                   
6 We cannot use the first period, 1976-1980 because, being the initial period, all the areas are entirely composed by 
young patents. 
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On the horizontal axis we have the values for the percentages of each category of patents that are part 

of one of the technological areas, whereas on the vertical axis we have the cumulative percentage of the 

distribution, meaning the percentage of observations with a value smaller than the value on the 

horizontal axis. We drew two horizontal dashed lines to clearly separate the top 20 percent from the 

mid-60 percent and the bottom 20 percent of the distribution. This allows us to identify the border 

values for the first quintile and the last quintile. For instance, if we look at the distribution of the 

relative number of young new patents among all the technological areas we see that 20 per cent of the 

areas have less than 1.14 per cent of young patents, 60 per cent have between 1.14 per cent and 49.35 

per cent of them and 20 per cent have more than 49.35 per cent of young patents. This means, for 

instance that for an area to have many young patents means to have more than 49.35 per cent of them. 

The remaining 50.65 per cent is distributed between new old patents and persistent old ones. The same 

exercise can be applied to new old patents and persistent old ones. In the former case 20 per cent of 

the areas have less than 11.11 per cent of new old patents, 60 per cent have between 11.11 per cent and 

45.57 per cent of them and 20 per cent have more than 45.57 per cent of young patents. Finally, if we 

look at the distribution of the relative number of persistent old patents we see that 20 per cent of the 

areas have less than 11.97 per cent of them, 60 per cent have between 11.97 per cent and 86.67 per cent 

and 20 per cent have more than 86.67 per cent. It is important to notice that there are no areas only 

composed by young or new old patents, but there are some which are entirely made of persistent old 

patents. This is in line with theoretical expectations based on the intuition that it is easier to follow a 

predefined technological trajectory rather than exploring an alternative one. Furthermore from a NMPs 

methodological point of view we can argue that an area purely made by young patents or by new old 

ones would be disconnected from the main component of the NMPs by construction and therefore not 

observed. To the contrary areas entirely composed by persistent old patents can be found in the main 

component of the NMPs and serve the purpose of technological ancestors upon which newer areas 

build on. 

Now that we have more precise numbers which define the quantities of young, new old patents and 

persistent old ones, we can use them to elaborate a more precise definition of the life cycle stages of 

technological areas.  

Table 3 reports the quantile borders for each patent category for each life cycle stage. 
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Table 3: Patent distribution quantile borders by patent type and life cycle stage 

 Quantile classification  

 

 Many Q1 (i.e. top 20%)  

 Mid Q2, Q3, Q4 (i.e. mid 60%)  

 Few Q5 (i.e. bottom 20%)  

    

Quantile borders for the technological area life cycle stages 

 

 Young patents New old patents Persistent old patents 

Breakthrough 

emerging areas 

Many = Q1 (>49.35%) Few-mid = Q2-Q5 

(<45.57%) 

Few = Q5 (<11.97%) 

Disruptive  

emerging areas 

Few-mid  

= Q2-Q4 (<49.35%) 

Many = Q1 (>45.57%) Few = Q5 (<11.97%%) 

Early growth 

areas 

Many = Q1 (>49.35%) Few-mid  

= Q2-Q5 (<45.57%) 

Mid Q2-Q4  

= (11.97%≤ …<86.67%) 

Mature areas Few-mid  

= Q2-Q4 (<49.35%) 

Few-mid  

= Q2-Q5 (<45.57%) 

Mid Q2-Q4  

= (11.97%≤ …<86.67%) 

Renewing areas Few-mid  

= Q2-Q4 (<49.35%) 

Many = Q1 (>45.57%) Mid Q2-Q4  

= (11.97%≤ …<86.67%) 

Exhausting areas Few = Q5 (<1.14%) Few = Q5 (<11.11%) Many = Q1 (>86.67%) 

 
As the table shows we now have clearer thresholds which define the amount of each type of patents to 

be found in a given area for it to be classified in one of the life cycle stage reported in the left column. 

We call this thresholds quantile borders. For instance, for an area to be classified as a breakthrough it 

needs to have at least 49.35 per cent of young patents, less than 45.57 per cent of new old ones and less 

than 11.97 per cent of persistent old patents. However the quantile borders alone are not sufficient to 

determine the life cycle stage of each area. The main reason is that, being thresholds, quantile borders 

suffer from the drawback that areas which lay very close to the border might actually be more similar to 

the areas located on the other side of the border than to the other areas located on the same side. This 

problem is similar to the one of defining homogeneous groups of people living in areas whose borders 

have been set on paper, without considering the common characteristics of people living close to the 

border. In other words we would like to have borders which respect the characteristics of the 

technological space and the similarities between the technological areas it is made of. Therefore the 

initial quantile borders are used to calculate centroids which will serve as basin of attractions. To sum 
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up, first we calculate the quantile borders for the distribution of the percentage of young, new old and 

persistent old patents for all the areas in the periods 1976-1985, 1976-1990, 1976-1995, 1976-2000 and 

1976-2006 (Table 3). Then we use them to preliminary identify regions of the technological space that 

corresponds to the theoretical description of the technological areas’ life cycle stages. Afterwards we 

calculate the centroid for each of the preliminary defined areas. Finally we compute the distance to each 

of the centroids for each technological area identified through the Newman algorithm. The life cycle 

stage of each technological area is then identified by assigning each area to the closest centroid. This 

procedure is shown in Figure 12. Each node stands for one of the technological areas identified in 

section 4.2. The size of the node is proportional to the size of the given area in terms of number of 

patents. The horizontal axis reports the percentage of persistent old patents, whereas the vertical one 

measures the percentage of young patents. Therefore, by construction, none of the technological areas 

can lay to the right of the 100 per cent-100 per cent line. Note that the percentages of young, persistent 

old and new old patents have to sum up to 100 for each area. This means that the orthogonal distance 

from each node to the 100 per cent-100 per cent line is equal to the percentage of new old patents in 

the technological area represented by that node. For instance areas on the 90 per cent-90 per cent line 

have 10 per cent of new old patents. Hence the percentage of new old patents decreases the further you 

get from the origin of the axis. In Figure 12 quantile borders as of Table 4 are drawn in red and 

centroids are indicated with a red ‘x’. Nodes of the same colour fall within the basin of attraction of the 

same centroid, meaning that they are closer to that centroid than to any other one.  

Figure 12: Identification of the centroids of the life cycle stages. 
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Now we have a classification of the life cycle stage of each technological area. To test its logical 

consistency we trace movements from each life cycle stage to the other ones. Of course for our 

classification to be correct we should observe movements consistent with time. This means that, for 

instance patents which are classified into a technological area in its early growth in period T should be 

mainly part of a technological area classified as mature in the next period. Some might still be found in 

an early-growth area. This would indicate that the life cycle of that area is relatively slow. Some others 

might jump over stages and be found in renewing or exhausting areas. This would indicate that the life 

cycle of that area moves faster in the period observed. The important thing is that they should not be 

found in large numbers in an earlier stage, otherwise the time consistency of our methodology would 

be broken. A small number of patents could actually move back to an earlier stage but this can only 

happen when some patents from one area serve as foundation for a younger area in the next period. 

This possibility is intrinsic to the evolution of communities as defined by the Newman algorithm and 

the network of main path approach, but this cannot happen in large numbers because otherwise the 

new area would not be younger than the original one and would then be classified in the same life cycle 

stage than the latter, or in one of the followings.  

Table 4 shows how many patents from areas which, in period T, were in one of the life cycle stages 

listed on the rows moved, in the next period, to any of the areas whose life cycle stage in T+1 is 

indicated in the columns. 

Table 4: Movements from one life cycle stage to the others over consecutive time periods. 

 

The table clearly proves that our methodology is logically consistent as most of the patents follow the 

expected movement to “older” life cycle stages (to the right of the diagonal) and very few moves to 

“younger” areas whose life cycle stage is antecedent the one of origin (to the left of the diagonal). 

Having proved the consistency of our methodology we can now introduce the answer to the paper’s 

research questions. 
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