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I

Introduction

L1 Knowledge and ideas

Many ancient civilisations knew prosperity due to important new ideas and
the development of new products in the early days of their existence. From
the invention of the wheel in the distant past to the discovery of antibiotics,
the invention of integrated circuits and the voyages into space today, the
capacity to generate new ideas and develop them into products has been
generating welfare and fortune for people, since the beginning of time.

In modern economics, it is recognised that knowledge is an essential factor in
generating economic growth. Knowledge and innovation are now perceived
as the key ingredients for prosperity in the future. This does not exclude the
importance of capital and labour as production factors, however, during the
last few decades, the importance of information, knowledge and skills is
emphasised.

The emergence of new information technologies and their impact on
knowledge accumulation illustrate this effect. In the society, an increasing use
of information and communication technologies is experienced. The
development of the information society is accompanied by an increasing
availability of interactive multimedia services for use at home, by business or
public service. Many new firms are succeeding in turning their ideas into
profitable businesses with the help of these recent developments. With
possibilities such as ordering products by means of the World Wide Web, a
whole new market of customers can be accessed.



In economic theory, Schumpeter (1928, 1934, 1939, and 1943) laid the
foundations for the modern theories of innovation. Schumpeter argued that
individuals and firms in market economies have incentives to create new
products and technologies. The incentive to invest in research and
development is generated by the prospect that successful firms will gain a
position of market power (and monopoly profits) by being the only supplier
of the new product, or by being the only firm with a new cost-reducing
production process. However, this market power will only be temporary,
since other firms will attempt to catch up with the innovating firm and
surpass it. The other firms aim on attaining a new position of market power
themselves to gain high profits. Over time these forces will generate waves of
‘creative destruction’, which will drive technological development and raise
the productive capacity of the economy. Schumpeter stated that the
achievement of technology was that it brought welfare for society as a whole.

In the second half of this century, the focus was directed to neo-classical
models of growth. Solow (1956) and Swan (1956) laid the foundations for a
whole generation of neo-classical growth models, which were centred on the
idea that technological change is exogenous to the growth process (and
instead focussed on capital accumulation as the main endogenous source of
output expansion).

A renewed emphasis on information, knowledge and skills emanated in the
1980s, which for an important part can be credited to the emergence of new
growth theory. New growth theory (Romer, 1986, 1990, for an overview see
Verspagen, 1992a) puts the process of technological change into the centre of
economic theory by assuming knowledge to be endogenous to the production
process. Endogenous growth theory views externalities and particularly
increasing returns associated with research and ideas as the engine of
economic growth. This stems from the idea that a part of the created
knowledge is public, in the sense that it increases the general knowledge level
in the society. The research efforts of one firm do not only come to the benefit
of this firm but also to the benefit of the society as a whole. For example, in
1947 the transistor was invented by ]. Bardeen, W.H. Brattain and W.B.
Shockley, all physicists of the research staff at the Bell Telephone Laboratories
(Encyclopaedia Britannica, 1998). The new knowledge was used as an input to
research leading to other new technologies. The invention of the transistor led
to the development of the integrated circuits (containing millions of
transistors), independently by ]. Kilby of Texas Instruments Incorporated in
1958 and by ]J. Hoemi and R. Noyce of the Fairchild Semiconductor
Corporation in 1959 (Encyclopaedia Britannica, 1998). These inventions served
as the foundation for the development of modern electronics. The transistor
created the technology behind a whole new range of products with
applications varying from military, to household, to industrial, to farming and
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hospital equipment. These inventions generate benefits to many people apart
from the original inventors of the transistor. Thus knowledge (here in the
heads of the physicists) can produce new knowledge (the transistor), some of
which is used as an input to further research (integrated circuits), then the
creation of still more knowledge (e.g. the development of personal computers)
is facilitated.

One of the implications from the new economic growth theories is that the
increasing returns to knowledge may be spatially bounded. This would
explain the divergence of growth rates and an unequal distribution of
economic growth across space (Romer, 1986, 1990; Lucas, 1988). This leads to
the main theme of this thesis: How can the uneven growth across
geographical places be explained, and particularly, what is the role of
knowledge flows in this respect? In addition, what factors influence the flow
(diffusion) of knowledge, and to what extent will economic and innovative
activity cluster geographically?

If new ideas are so important for growth, it is not strange that one wonders
where they come from and how they are produced. Since ideas find their
origin in the minds of people, one would expect that there are no spatial
boundaries to ideas (Almeida and Kogut, 1996). Ideas should be independent
of space. Still there are reasons to believe that the generation of ideas and the
result of ideas, namely knowledge, are locally bounded. These reasons stem
from the nature of the innovative process, which can be summarised in five
‘stylised facts’ (Dosi, 1988, further developed by Feldman, 1994a, 1994b and
Baptista and Swann, 1998). These are uncertainty, complexity, reliance on
basic research, importance of learning-by-doing and cumulativeness, each of
which will be discussed briefly below.

The first two stylised facts refer to process of generating innovation out of
ideas, which is a highly uncertain and complex activity. In advance, it is
hardly possible to forecast whether an idea will be technically viable and
whether it can be developed into a commercial success. To reduce this
uncertainty people (firms) try to access information by communicating. This
communication is facilitated by personal interactions, and therefore people
(firms) tend to group together. This tendency can already be identified ages
ago. Over the centuries, many, now famous, painters went to Italy to be
taught the best techniques for painting. Since the last hundred years, every
fashion designer that wants to establish a name goes to Paris. Freeman (1991)
states that networks frequently tend to be localised. In addition, Debresson
and Amesse (1991, p. 370) argue that “localised networks appear to be more
durable than international strategic alliances.”

11



A third stylised fact of innovation is that innovation relies heavily upon
sources of basic scientific knowledge such as universities and government
funded research and development (R&D). Face-to-face interaction with
university scientists can make it much easier for a firm to put the information
(out of scientific publications) into directly applicable knowledge (Nelson,
1989). Mansfield (1991) presents evidence that technological innovations in
various industries have been based on recent academic research. Jaffe (1989)
and Acs, Audretsch and Feldman (1992) have empirically shown that
knowledge spillovers from university research to private firms are facilitated
by geographic proximity.

The recent developments in information and communication technologies
might lead to the believe that in these days knowledge is freely available to
everyone. However, it is not knowledge but rather information that is freely
available. Dasgupta and David (1993, p. 9) describe the distinction between
knowledge and information: information is “knowledge reduced and
converted into messages that can be easily communicated among decision
agents”. Audretsch and Feldman (1996) argue that although the cost of
transmitting information may be invariant to distance, presumably the cost of
transmitting knowledge rises with distance. Therefore, proximity and location
play an essential role in the transmission of knowledge. In addition, Pavitt
(1987) argues that new technological knowledge is informal and uncodified in
its nature. Therefore, this new knowledge should flow locally more easily
than over great distances. The underlying idea is that knowledge can be
learned through practice. Possibilities for learning-by-doing and learning-by-
using come from direct contacts with competitors, customers, suppliers and
providers of services (Von Hippel, 1988, 1994). This explains the fourth
stylised fact of innovation.

Finally, innovative activity is cumulative in its nature. This means that new
innovations build upon scientific knowledge generated by previous
innovations. The concept of ‘cumulativeness’ is also very relevant in the
context of geographic clustering. Breschi (1995) and Malerba and Orsenigo
(1995) show that cumulativeness of innovative activity plays a key role in
shaping the geographical pattern of innovative activity. The underlying idea
is that geographic areas (regions) that have accumulated high levels of
innovative activity have assembled information that facilitates the generation
of new innovations (Grossman and Helpman, 1992).

Over the last years, several contributions to the literature have been made
concerning topics associated with the spatial dimension of technological
change. Many case studies were done to the effects of innovative milieus,

' The extent to which this is the case might differ across industries.
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technology or industrial districts and scientific or technology parks. Among
these studies on local systems of innovation are Dorfman (1983) with a study
on the Route 128, Saxenian (1985) on Silicon Valley, Scott (1988) on Orange
County and Stohr (1986) on regional innovation complexes. In addition, a lot
of empirical and econometric literature tries to measure the extent and
importance of regional spillovers in different ways: Jaffe (1989), Jaffe et al
(1993), Feldman (1994), Audretsch (1995), Audretsch and Feldman (1996) and
Breschi (1995). These studies emphasise the advantages of geographical
proximity for receiving knowledge spillovers, however, the underlying
mechanisms by which knowledge spillovers take place are not well
understood yet. This thesis will argue that, next to geographic proximity,
technological proximity to an economically active region is important for
knowledge spillovers. Furthermore, the impact of localised knowledge
spillovers on regional growth rates is analysed.

1.2 Aim of the thesis and limitations

The aim of this dissertation is to broaden the understanding of knowledge
spillovers (across space) in general and the factors that have an influence on
knowledge spillovers in particular. Furthermore, the influence of locally
bounded knowledge spillovers on growth across regions is analysed. The
focus will be on regional knowledge spillovers, instead of spillovers on a
country-level. The reason for adopting a regional view is that this allows us to
analyse the influence of space, which would not be possible by considering
countries only. A region comprises a geographic area that is far smaller than a
country, therefore regional analysis can give a better view on localised
spillovers than an analysis at the country-level.

With this focus on regions, this thesis links up with the renewed interest in
regions with the event of a united Europe. On the one hand, European
integration increases the awareness of the separate cultures within Europe.
People are fearful of losing their identity and focus on their regional roots. On
the other hand, there is an economic concern, specifically with regions.
Reinforcing the unity of economies by reducing (economic) disparities among
the regions is among the goals written down in the Treaty of Rome. This has
served as a basis for setting up a policy of support for regional development.

Several mechanisms can be distinguished by which research efforts generate
spillovers. In this thesis, we will concentrate on knowledge spillovers.
Knowledge spillovers are intellectual gains by exchange of information for
which is not given a direct compensation to the producer of the knowledge or
for which less compensation is given than the value of the knowledge.
Knowledge spillovers can be embodied or disembodied (see Chapter II).

13



Other forms of spillovers that could be thought of are ‘market spillovers’ and
‘network spillovers’ (Jaffe, 1996). Market spillovers capture the welfare gain
for the consumers associated with improved products (consumer surplus).
Network spillovers occur as the value for a participant in for example a
research project lies in an increasing number of participants. Then each firm
that decides to participate creates a positive externality to potential
participants because it increases the probability that enough parties are
involved to make the research project successful.

1.3 Outline of the thesis

The rest of this dissertation is divided in three parts. The first part concerns
the description of the literature on diffusion of knowledge and provides a
methodological framework. Chapters II and III are devoted to these topics.
Chapter II presents a (selective) overview of the literature on diffusion of
knowledge. The chapter reviews several strands in the literature starting with
neo-classical economics and ending with recent contributions to the literature
with respect to regional economics. The remainder of the thesis will follow the
line set out by recent publications in this field. Emphasis will lie on diffusion
over space. Chapter III will introduce evolutionary thinking as setting the
methodological framework for this thesis. The Goodwin model is brought
forward as a proto-type model of economic evolution.

The second part of the thesis will focus on analysing the influence of
knowledge spillovers on regional gaps. Chapters IV until VI are devoted to
setting up a model that gives an impression of these effects. The implications
of the model will be explored by means of simulation techniques. The aim of
Chapter IV is to integrate spatial issues as brought forward in Chapter II into
technology gap models. The absence of space as an explaining factor in
technology gap models is addressed in this chapter by extending a simple
technology gap model with the concept of geographical distance. The model is
constructed in a way that it is applicable to a multitude of regions. Chapter V
will review the simulations carried out to analyse the workings of the model.
Chapter VI will develop a multi-country model, in which inter-regional
knowledge spillovers determine the growth of regions. By simulations, the
effect of several parameters such as learning capability and exogenous
knowledge generation on disparity is analysed under different circumstances.
With the help of this model, a monetary union can be compared to a system of
flexible exchange rates, with respect to their influence on disparity. In
addition, the effect of barriers to knowledge spillovers will be analysed in the
sense that cross border knowledge flows are hampered compared to inter-
country flows.

14



The third part of the thesis deals with the current situation in Europe.
Chapters VII and VIII use empirical analyses to demonstrate regional gaps
and differences in economic and innovative activity across regions. The model
developed in Chapters IV and VI is related to the present situation in Europe.
Chapter VII focuses on data on Gross Domestic Product (GDP) and the inputs
of innovation and sheds light on the geographical distribution of growth and
knowledge across European regions. The focus will be on exploring the extent
to which the patterns generated by the model presented earlier resemble the
ones empirically observed. Chapter VIII will take more distance from the
model in that it will try to give a more detailed view on the present situation
within Europe without focussing too much on the expectations based on the
model. In this respect this chapter will explore data on manufacturing value
added and patents in order to direct attention to sector differences (which
were assumed to be absent in the model).

Chapter IX concludes this thesis by summarising the results and giving some

concluding remarks. The implications for policy will be explored and
directions for future research will be pointed out.
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11

The importance of knowledge diffusion and its
consequences for clustering -
a selective survey of the literature

Over the years, a lot of attention has been paid to explaining regional
differences in economic growth. Less attention was directed towards the issue
of knowledge diffusion, at least by economists. This was mainly due to the
enormous impact of neo-classical theory in all segments of economic theory.
Under the neo-classical model, technology was assumed to spread
immediately and be “under competition available to all” (Borts and Stein,
1964, p. 8). In the neo-classical line of reasoning, it can be argued that know-
ledge is easily codifiable in blueprints, patents, etcetera. Therefore, it can be
accessed easily everywhere, i.e., knowledge spreads immediately and tech-
nology gaps between geographical locations do not exist.

Today, information communication has lead to a substantial increase in the
spread of knowledge. Features such as electronic mail, the world wide web
and newsgroups enable people to get access to information all over the world
in a few seconds. However, to argue that all knowledge spreads immediately,
as in the neo-classical view, would be wrong. Now, more than ever, the
impact of tacit knowledge becomes visible. Tacit knowledge is knowledge that
is embedded in persons, in the specific skills people have acquired over time.
A characteristic of tacit knowledge is that it is very difficult, if not impossible,
to document this knowledge (Cowan and Foray, 1997). The main way to
diffuse this kind of knowledge is by learning or face-to-face contact.

When applying these insights to regional economics, it becomes clear that the
traditional neo-classical view is invalid. Tacit knowledge will be kept in firms,
so knowledge will stay with one geographical location and not diffuse easily.
Therefore, technology gaps between regions may persist. The only knowledge
that does diffuse, is the kind of knowledge that provides others with general
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information but not specific details. It is like the cook who gives you the ingre-
dients but not the recipe to make a delicious meal.

In the literature, the impact of tacit knowledge was acknowledged when the
neo-classical model was applied to regional economics. Only then, the as-
sumption about technology became severely criticised. The question that was
raised by economists is whether alternative models could explain reality
better by paying more attention to the diffusion of knowledge. In course of
time, various alternative models were developed, which assumed knowledge
to spread imperfectly, or not at all. In other words, the absence of technology
gaps between regions, which was assumed by neo-classical economists, was
questioned severely.

Later on, a strand in economic geography argued that proximity and location
are very important in the transmission of knowledge. It is easier to transmit
knowledge over short distances. Therefore, knowledge externalities can be
reaped by a location within a cluster of firms or nearby universities or
research centres.

Figure II-1: Schematic overview of the various streams in the literature

1960 1970 1980 1990
Neoclassical theory |Imperfect diffusion of
knowledge
Solow central concept:

* Perfect knowledge diffusion

Time Epidemic/Logistic models
Cumulative causation er, Stoneman, David

Myrdal, Kaldor
* No knowledge diffusion Countries Technology gap
* Clustering of activity within Abramovitz
a region
* Knowledge spillovers are
central
* No Proximity
Space
Geography Economic Geography
Higerstrand Audretsch
* Proximity * Proximity
* Little attention for * Technological knowledge
technology spillovers

* Clustering of industries

New Economic Geography
Krugman
* Technology spillovers are
not the main motivation for
clustering

Figure II-1 gives a schematic overview of the various streams in the literature.
The remainder of this chapter will go into more detail about how the various
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streams of research incorporated knowledge diffusion over regions. First, in
Section II.1, the regional neo-classical growth theory will be discussed, which
assumed knowledge to be perfectly mobile. Another extreme is to assume
complete immobility of knowledge, i.e., technology stays within one region
and therefore comes to the benefit of only this region. This assumption was
made in cumulative causation models, which will be discussed in Section 11.2.
Section II.3 discusses a third class of models, which assume knowledge to
spread slowly. The speed and sequence of diffusion depend on various factors
in this model.

I.1  Neo-classical theory from a regional perspective

The neo-classical growth model serves as the basic tool for understanding the
growth process in advanced countries and has been applied in empirical
studies of the sources of economic growth. Since the 1960s, many regional
economists have tried to desaggregate the neo-classical growth model to a
regional growth model. Borts (1960) can be noted as the first case of a regional
neo-classical growth model. In his model the following assumptions were
made: (i) The total supply of labour available to all regions together is fixed.
The only way in which one region may employ more labour is through
immigration from other regions; (ii) a single homogeneous output is produced
in each region; (iii) there are zero transport costs between regions, so that the
price of output is uniform; (iv) there are zero costs of converting output into
capital goods; (v) the same production function exists in each region, being
homogeneous of degree one in the inputs labour and capital, so technical
knowledge is under competition available to all, diffusion is immediate.

It should be emphasised that the value of this traditional neo-classical regional
growth model depends heavily on the underlying assumptions, which are
very unrealistic and in some cases even incompatible with the regional setting
(Richardson, 1973, 1978a, 1978b). The assumption which perhaps raised most
doubt about its amount of reality in a regional model was the assumption of
immediate diffusion of knowledge. It was considered hard to maintain this
assumption, taking into account the distance between the place of
invention/innovation and the rest of the country. The issues of space and
distance (and also the time needed to bridge the distance) are completely
ignored. When introducing regions in the model, many economists argued,
the concepts of space and distance needed to be acknowledged, because only
these concepts could bring a full understanding of the forces behind the
differences in growth between regions (or nations when considering a more
aggregated view) (Richardson, 1973). Besides labour and capital, for which the
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assumption of mobility is perhaps more appropriate’, the neo-classical model
should also have paid attention to knowledge. It is this ‘omission’ that has
become to be seen as the main limitation of the early neo-classical regional
growth model.

Regarding growth rate differentials, the neo-classical model, at least in its
unaltered form, predicts convergence’. In the pure aggregate neo-classical
model, it can be shown that when differences in the growth rate of output
between countries exist, these will disappear under the influence of
differential capital accumulation, which can be generated by investments or
by movements of production factors. When capital accumulation takes place
through movements of production factors, as assumed in most of the regional
literature, the process is as follows. Under the usual assumption of decreasing
marginal returns to production factors, it can be shown that the return to
capital (marginal product of capital) is an inverse function of the capital-
labour ratio and the wage rate (marginal product of labour) is a direct
function of the capital labour ratio. Therefore, given identical production
functions in all countries and capital accumulation through factor movements,
labour will flow from low to high wage countries, and capital will flow in the
opposite direction. These flows will continue until all differences in the
growth rate of output have disappeared (Richardson, 1973, 1978a, 1978b), and
the long run steady state and exogenously determined growth rates are
reached (Barro and Sala-i-Martin, 1991). As Barro (1991) and Barro and Sala-i-
Martin (1991, 1992) have demonstrated, the further economies are from the
steady state position, the faster they tend to converge towards this long-run
steady state”.

Thus, applying this aggregated neo-classical view to regional models, a high
capital/labour ratio in a region - caused by a difference in factor endowments
- will lead to high wages and low rates of return to capital. Given identical
production functions in all regions, this causes an inflow of labour and an
outflow of capital in this region. These flows continue until factor returns are
equalised in each region, thus, until the capital /labour ratio is brought back to
its equilibrium value and the aggregate economy is in a steady state. This
regional process will cause regional per capita income levels to converge, if at
least certain additional assumptions are met (such as equal labour

3 Although capital is much more mobile than labour (Richardson, 1973).

'As will be noticed in subsequent paragraphs, adjustment or manipulation of the
assumptions of the neo-classical model can lead to other outcomes. In addition, convergence
of levels of GDP per capita is conditional on savings rates (Barro and Sala-i-Martin, 1995).

" In the long run steady state of a neo-classical growth model, the growth rate of output is
equal to the growth rate of capital. A further description of the dynamics of the neo-classical
model is given by Solow (1970), Mankiw, Romer, Weil (1992) or Barro and Sala-i-Martin
(1995).
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participation rates, property income distributed among regions in proportion
to population) (Richardson, 1978a).

Unfortunately, it has been impossible to test the predictions of the neo-
classical model properly, because of a lack of usable regional capital stock and
capital yield data. The tests that were carried out have merely investigated
whether convergence in regional per capita income levels takes place
(Richardson, 1978a)’. The results from these tests were put forward as giving
support to the following hypotheses of the neo-classical model: (1) “the return
to capital is inversely related to regional capital-labour ratios,” and (2) “net
capital flows are a function of differentials in the inter-regional rates of return
on capital” (Richardson, 1978a, p. 27). However, obviously, results of
empirical tests on convergence in per capita income levels only indirectly
support these hypotheses and thereby the neo-classical model.

In addition, empirical tests indicated different outcomes (convergence or
divergence) depending on the country or the period under concern. Since
Borts (1960), many regional economists have adjusted the neo-classical as-
sumptions in order to make the model more realistic. In due course, every
single assumption has been changed and manipulated in order to reflect
reality better. By relaxing some of these assumptions, it was possible to
achieve completely different outcomes of the model, in particular to explain
divergence rather than convergence. However, alternative models, like the
cumulative causation model’, were also capable of generating divergence
results. This obviously raised the question if an alternative, non-neo-classical
model would not be more feasible to explain the observed outcomes
(Richardson, 1973, 1978a, 1978b). This strong critique applies to the early
models (1960-1970) in the neo-classical tradition. Later, many models have
been developed in this tradition that account for market imperfections in a
sophisticated way.

In the same way adjustments were made to incorporate space and distance in
a neo-classical growth model. However,
“Although the neo-classical model may be modified or manipulated to
provide a reasonable replication of the regional growth process, the spatial
aspects of regional analysis reveal the limitation of the basic neo-classical

* See for instance recent tests carried out by Barro and Sala-i-Martin (1991, 1992). Barro and
Sala-i-Martin (1991) show patterns of convergence in regional per capita income levels
across 73 regions of Western Europe since 1950. In their 1992 study, they present evidence
for the hypothesis of convergence in regional per capita incomes across the 48 contiguous
U.S. states. The authors explicitly state that their tests give evidence for the hypothesis that
poor regions grow faster than rich ones (B-convergence), or, the hypothesis of convergence
in the levels of per capita income and product.

* See next paragraph.
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model. The neo-classical growth analyst may choose to remain faithful to his
traditional methodology, but alternative frameworks can more easily cope
with the complication of space” (Richardson, 1978b, p. 143).

To come back on the argument made in the beginning of this section, the first
step to be made to be more realistic with respect to space and distance, would
be to alter the reasoning with respect to knowledge diffusion. The neo-
classical way of regarding knowledge diffusion to be immediate should be
replaced by an alternative idea like slow diffusion or (as in the next section)
no diffusion at all.

I1.2 Cumulative causation

This section will outline two ‘objections’ to the traditional neo-classical
growth theory discussed by Kaldor (1975). Firstly, Kaldor states that the tradi-
tional neo-classical theory excessively emphasises the importance of resource
allocation and the idea that differences in resource endowments between
regions explain differences in regional growth rates. Here, resource
endowments consist of endowments of capital, in which capital means both
“the plant and machinery, and human skills, resulting from education”
(Kaldor, 1970, p. 339). Secondly, he objects to the fact that the neo-classical
model assumes constant returns to scale, which should be replaced by increa-
sing returns to scale. According to Kaldor (1970, 1975), technology is
immobile. By elaborating these two points in the subsequent paragraphs, the
cumulative causation model will be explained.

With regard to his first objection to the neo-classical framework, Kaldor (1970,
1975) stresses that differences in resource endowments do not explain why
industries are located in certain regions and not in other regions. He argues
that to a certain extent, the neo-classical reasoning is correct, namely in the
case of ‘land-based’ activities, which depend on climatic and geological
factors. However, with respect to industrial activities, one cannot attribute the
differences in development among regions to differences in resource
endowments. Differences in resource endowments originate from differences
in economic growth, but they also cause economic growth (Kaldor, 1970).
These two effects cannot be separated. In other words, the resources for
manufacturing are endogenous, in contrast to the exogenously determined
resources for land-based activities. As Kaldor puts it: “It is as sensible - or
perhaps more sensible - to say that capital accumulation results from econo-
mic development as that it is a cause of development” (Kaldor, 1970, p. 339).
The idea that output growth causes productivity growth is often referred to as



the Verdoorn-Kaldor law’. According to Kaldor (1970), it is this relationship that
could contribute to the explanation of divergent growth of regions.

According to the Verdoorn-Kaldor law, output growth causes growth of pro-
ductivity, because of static and dynamic economies of scale. Economies of
scale can be divided into two groups. First, economies resulting from large-
scale production, referred to as static economies of scale, such as for instance
the further division of labour at the individual plant level. A second group of
economies of scale originates from “the insight that the spatial concentration
of economic activity can produce externalities” (Malecki and Varaiya, 1986).
This group, referred to as dynamic economies of scale, consists of cumulative
advantages that originate from the growth of the industry itself, like learning-
by-doing and “the development of skill and know-how; the opportunities for
easy communication of ideas and experience; the opportunity of ever-
increasing differentiation of processes and of specialisation in human activi-
ties” (Kaldor, 1970, p. 340).

A related concept, stemming more explicitly from the field of regional studies,
is that of agglomeration economies, which partly overlaps with the previous
idea. The general idea behind agglomeration economies is that the
environment of the firm has an influence on the output of the firm. A spatial
concentration of economic activity and people in the environment of a certain
firm generates positive effects on the productivity of this firm, because, for
instance, the opportunity for communication of ideas and experience is much
larger. In this respect, also the presence of a research institute or a university
could generate positive external effects for the firm". In short, agglomeration

! According to the Verdoorn law (Verdoorn, 1949), a positive relation exists between the
growth of productivity, measured by the rate of growth of output per employee and the
growth rate of employment. Later, Kaldor (1967) modified this reasoning by replacing
employment growth by output growth. The resulting relationship became known as the
Verdoorn-Kaldor law.

" It should be noted that the concept of growth poles as put forward by regional economists
like Perroux (1955) and Boudeville (1966) is different from that of agglomeration economies.
As Richardson (1978) explains clearly, “agglomeration economies mean the economies
inducing people and activities to cluster together, not the effects of agglomeration. Although
some agglomeration economies are size related, e.g. the provision of high-level urban
services requiring a large population threshold, increasing size is more the result than a
cause of agglomeration economies” (Richardson, 1978a, p. 156). Thus, the evolution of a
growth pole is an effect of agglomeration economies. It is beyond the scope of this section to
discuss the growth pole theory of e.g. Perroux and Boudeville more explicitly. However,
Kaldor (1975) also acknowledges the development of growth poles when he argues that
“industrial development tends to get polarized in certain “growth points” or in “success
areas,” which become areas of vast immigration from surrounding centers or from more
distant areas, unless this is prevented by political obstacles” (Kaldor, 1975, p. 356).
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economies are everything what induces people and economic activities to
cluster together (Richardson, 1978a).

In a simple model, Malecki and Varaiya (1986) represent agglomeration
economies by letting output be determined by a Cobb-Douglas equation
which is multiplied by an additional term, denoted by D". The variable D
represents the effects of urban density or concentration on output. If the
parameter a is positive, it indicates agglomeration economies. On the other
hand, if a is negative, this would indicate congestion effects. From their simple
model it can easily be seen that “agglomeration economies imply that the
same capital equipment and labour in a plant operating in a larger urban
environment will produce more than the plant in a smaller urban environ-
ment” (Malecki and Varaiya, 1986, p. 632).

In the regional literature, a specific interpretation is given to the Verdoorn-
Kaldor law. For this law to be true, according to regional economists, it has to
be assumed that “the increased investment resulting from higher growth in a
region is located in the same region” (Malecki and Varaiya, 1986, p. 632), i.e.,
because a certain region experiences higher growth, investment in the same
region grows. Part of the investment will be devoted to research and
development (R&D). The benefits of this increased R&D-investment are
assumed to be only reaped in this very same region, thus only in this region
productivity grows. This in turn will cause a rise in the output of the region,
i.e., the region will experience growth. In this process, there is no diffusion of
technology at all. The benefits of technical progress stay within the region that
experiences the benefits of an increased investment, and therefore only this
region shows an increase in productivity. This reasoning (referred to as the
principle of circular and cumulative causation, Myrdal, 1957) explains why diffe-
rences in productivity among regions may be persistent rather than a
transitory state, as in the neo-classical model’. As Kaldor (1970, p. 340) argues,
the principle of circular and cumulative causation “is nothing else but the
existence of increasing returns to scale in processing activities.”

Of course, by assuming technology to be completely immobile, as opposed to
the neo-classical view of complete mobility, Kaldor advocates another extreme
and therefore unrealistic assumption. A theory based on imperfect mobility

’ Dixon and Thirlwall (1975) presented a model based on the Verdoorn law and the principle
of cumulative causation. Their model explains persistent differences in (regional) growth
rates. The idea is that a region can experience an exogenous shock that increases its growth
rate. Via Verdoorns law productivity growth is increased as well. In turn, exports are
positively influenced which stimulates economic growth. This self-reinforcing system will
damp out over time (under certain parameter values), the growth rate differential will
remain however.

24



and slow diffusion of technology might approach reality much better. The
next section will introduce some theories that stress this point of view.

I3 Imperfect diffusion

How do innovations diffuse over space? Traditional diffusion theory does not
consider this question, but instead focuses on diffusion over time. Inspired by
natural sciences (like epidemiology) and sociological thinking (with concepts
like ‘spread by contact’), economists devoted attention to the study of S-
shaped curves as a representation of the diffusion of knowledge over time. A
number of approaches are concerned with diffusion over time. Firstly, the
epidemic model, in which diffusion was thought to have the same
characteristics as the spread of an epidemic disease. During the early stages of
the process the spread of innovation will be slow, because the probability of
one adopter contacting a potential adopter is still low. However, this
probability will increase over time. Halfway the process a breakpoint occurs,
due to the limited population of potential adopters the probability will decline
again, until the saturation point is approached (the population has run out of
potential adopters, i.e., every adopter who would want to adopt the
innovation has adopted it) (Rosegger, 1980). This process can be described by
a logistic diffusion curve.

The epidemic model has some drawbacks, mainly related to the exogenous
nature of its explanation, which led to a set of improved models. In the probit
model of David (1975), it was recognised that the group of adopters of an
innovation is not homogeneous. There may be a difference in the profitability
of adoption of a specific innovation among firms. In David’s model the
adoption of the innovation will be profitable only for firms above a given size.
He states that adoption of a mechanical reaper is profitable for a farm i at time
tif:
w, (L - L) 2 pi*,

(II-1)
where w denotes the wage rate, L points to the labour requirements and p is
the average annual cost of a reaping method. The superscripts Old and New
point to the old (manual) method of reaping and the new (mechanical)
method respectively. He assumes that there are no economies of scale in either
method and therefore the labour requirements are a linear function of the size
of the farm,S:

LY =aS,
(1I-2)
L' =a,S

it "

(II-3)
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where a, and a, are positive constants for which holds that a, > a,. The
condition for profitable adoption is then:
P —_—
w, a —a,

(I-4)
It is assumed that not all farms fulfil this condition at the time the mechanical
reapers are first introduced, therefore diffusion of the innovation is not
instantaneous. Adoption of the new technology happens only when the farms
increase in size, the average annual costs of reapers (p*™) declines relative to
the wage rate and/or the reapers are improved technologically (which would
lead to a decrease in a,). Thus, diffusion is conditional on, among others, the
characteristics of the adopters, which can change over time.

Another important flaw of the epidemic model was the neglect of the supply
side. For the diffusion of an innovation, it is essential that an innovation will
be implemented, and therefore that it is profitable to manufacture products
embodying the innovation (Coombs, Saviotti and Walsh, 1987). In order to
correct this deficiency, several models were developed, e.g. Stoneman (1983,
1984) and Metcalfe (1981).

I1.3.a  Technology gaps: diffusion over countries

After some early publications such as Gerschenkron (1962) and Abramovitz
(1979), research on technology diffusion over countries was deepened during
the 1980s. Economists started to realise the importance of diffusion over
countries for the falsification of the assumption of perfect knowledge mobility,
as used in the traditional neo-classical theory. As an alternative to the neo-
classical model of (regional) growth, the technology gap approach was
introduced. Within this approach the concepts of “catching up” and “falling
behind” play an important role. By means of these concepts, the technology
gap approach attempts to give an explanation for the differences in produc-
tivity growth rates between countries (or regions).

In contrast to the theory set out by Siebert (1969)°, which assumes
polarisation, the catch-up analysis in its simplest form is based on the idea
that eventually, per capita income levels and growth rates will show a tenden-
cy to converge. However, within the technology gap literature, a variety of
ideas is brought forward with respect to the specific way convergence is
perceived. These will be discussed in the following.

" See Section I1.3.b.
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The idea that underlies the technology gap approach is that a technological
difference between countries (or regions), “opens up the possibility for
countries at a lower level of economic and technological development to catch
up by imitating the more productive technologies of the leader country”
(Fagerberg, 1988, p. 439). Abramovitz (1986) argues that this catching-up
process is conditional upon some specific factors, referred to as social capabi-
lity and technological congruence. According to Abramovitz (1986), a country
that is technologically backward but socially advanced, has a large potential
for rapid growth. If this country also possesses the means to realise this
potential for catch-up, it will be able to converge towards the technological
leader".

As stated above, there are two factors that influence the potential for catch-up.
The first one, referred to as social capability”, describes all the factors that
facilitate the imitation of a technology, or the implementation of technology
spillovers (Abramovitz, 1986). Social capability “relates to factors such as
education, an appropriate financial system, labour market relations etc.”
(Fagerberg, Verspagen, Von Tunzelman, 1994, p. 5). The second factor that
determines the extent to which a country (or region) has a potential for catch-
up is called technological congruence. This concerns the extent to which the
country is technologically near the leader country, i.e., to which extent it is
able to apply the technical features from the new knowledge. As Fagerberg,
Verspagen, Von Tunzelman (1994) state, technological congruence is
“referring to the assumption that technological progress depends on leader-
country characteristics, and that backward countries - to implement leader-
country technologies - need to emulate some of these characteristics”
(Fagerberg, Verspagen, Von Tunzelman, 1994, p. 5).

The assumed convergence process - which is conditional on social capability
and technological congruence - will generate a situation in which the tech-
nological backward countries (the followers) catch-up to a large extent with
the technologically more advanced countries (the leaders). Thus, at the end of
this process, the two groups of countries (regions) have converged and there
only one large group of countries (regions) with roughly identical technology
(and the same rate of growth) will result.

2 Verspagen (1991) argues that the realisation of catch-up will close the technological gap
between countries only to a certain extent. To establish a complete closure of the
technological gap the research and development efforts in the backward country should be
raised (post catching-up).

" Ohkawa and Rosovsky (1973) first introduced the term ‘social capability’. With this term
they denoted “those factors constituting a country’s ability to import or engage in
technological and organisational progress” (Ohkawa and Rosovsky, 1973, p. 212).
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Another idea with respect to catch-up was proposed in a theoretical study by
Ames en Rosenberg (1963). They introduce the idea that a backward country
can surpass the leader country. Thus, after some time the followers will not
only catch up with the leader countries (or regions), but even take over the
lead. So the old leaders have become followers. This situation will last for
some time and then the group of followers will again take over from the
leaders. This process will continue, merely because both groups will expose
innovation and imitation qualities. So an interplay of these two forces exists:
“innovation, which tends to increase economic and technological differences
between countries, and imitation or diffusion, which tends to reduce them”
(Fagerberg, 1988, p. 439). “In general, the outcome of the international process
of innovation and diffusion - (...) - is uncertain. The process may generate a
pattern where countries follow diverging trends, as well as a pattern where
countries converge towards a common mean” (Fagerberg, 1988, p. 439).

In addition to these theoretical studies, empirical tests were carried out
searching for convergence or divergence. Among the large range of tests two
groups can be distinguished. First, tests which aimed at demonstrating simple
global convergence. Second, tests which tried to distinguish between groups
of countries, where convergence occurs within a group but not between the

groups.

Baumol (1986) uses data for the period 1870-1978 (provided mainly by
Maddison (1982)) to show convergence of productivities of sixteen
industrialised countries. De Long (1988) provided a critical comment on this
study. His main remark is that “Baumol’s regression uses an ex post sample of
countries that are now rich and have successfully developed” (De Long, 1988,
p. 1138). This cannot provide a rightful basis for making conclusions about
convergence, because the sample consists of only those countries that have
converged, i.e., the sample of Baumol is biased. De Long establishes a new
(unbiased) sample that consists of 22 countries that all possessed the potential
to converge in 1870. The criterion for constructing this sample was the level of
income for several countries in 1870. De Long finds no convergence, but
rather some evidence for divergence.

In a reply to this comment Baumol, Blackman and Wolff (1989) repeat their
tests based on an ex ante sample, and they conclude that the results of several
tests indicate that divergence exists up to 1860. After that, small convergence
groups appear which enlarge over time, but never get that large to include the
whole 22 countries of De Long.

Another line of research was developed somewhat later in time by authors
like Durlauf and Johnson (1992), who carried out empirical tests that indicated
multi-group convergence. The central idea is that at the end of the
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convergence process there will be two (or more) groups of countries, identi-
fied by specific characteristics. One group will not catch up with the other,
however, the countries within a group show convergence. This phenomenon is
called local convergence.

Next to empirical studies on convergence and divergence, several empirical
studies have been undertaken to quantify the diffusion of knowledge by
measuring knowledge spillovers across countries. Griliches (1979) made a
distinction between two kinds of technology spillovers. The first sort is
composed of spillovers that are embodied within products. The second sort of
spillovers is pure knowledge spillovers. These represent the spillovers that are
not embodied in products but flow from one person to another on
conferences, fairs and business meetings, etcetera. One important difference
with rent spillovers is that pure knowledge spillovers are intellectual gains by
exchange of information for which is not paid directly to the producer of the
knowledge. Technology gap literature focuses on pure knowledge spillovers.
A few contributions (based in new growth theory) are devoted to
international knowledge spillovers of a disembodied kind. Each of these
studies uses an index to measure the intensity of spillovers. Park (1995)
applies the idea of ‘technological closeness’™ to international knowledge
spillovers. He uses a similarity in R&D across countries as an indicator of who
the technological neighbours are. His research takes sector differences into
respect, since he assumes that: “each research sector in a country benefits most
from research conducted in the same sector abroad and less from different
sectors”, (Park, 1995, p. 574). He finds that productivity growth and R&D
investments in other countries are affected by knowledge spillovers. Coe and
Helpman (1995) use bilateral trade flows as a measure for the intensity of
spillovers. They assume that a country receives more spillovers from countries
from which it imports relatively more goods and services. Cumulative R&D
expenditures is used as a proxy for the knowledge stock of a country. They
find that there are significant effects of international R&D spillovers on total
factor productivity and labour productivity growth.

I.3.b  Diffusion over space
As argued above, until the 1970s, with the exception of Siebert (1969), the

economic literature paid attention to diffusion of knowledge over time and
not over space. Spatial diffusion of knowledge was mainly considered by

" Jaffe (1986) introduced this term in a study that was directed to knowledge flows between
firms. Technological closeness stands for a weight to measure the fraction of the R&D efforts
of a knowledge spilling entity in the total pool of knowledge available to the knowledge
receiving entity.
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economic geographers and not by regional economists. As was argued by geo-
graphers, “diffusion of innovation over space occurs according to predictable
patterns which fail (...) to penetrate all conceivable locations” (Richardson,
1973, p. 113). Siebert (1969) attempted to incorporate technology creation,
application and spread into a neo-classical growth model. The main
contribution of Siebert to economic thinking was that he assumed technology
to be not perfectly mobile, but to diffuse slowly over time and space. This
section will discuss the viewpoint of the geographers as well as the
contribution of Siebert to this field in economics.

In the beginning of the 1970s, economic geographers had proposed the idea of
diffusion of knowledge over space. The central idea is that inventions can take
place everywhere across space, but they diffuse along specific paths. Broadly,
a distinction between two types of diffusion processes can be made.

First, the general spatial diffusion model. The assumption was posed that
economic growth, usually in the form of innovations, was to spread
throughout a growth center’s hinterland and to ‘lower order’ cities, (e.g.
Darwent, 1969; Moseley, 1974; Todd, 1974; see Malecki, 1983). Thus,
innovations were expected to spread among regions from one region to its
neighbours and so on. This model is mainly used to study diffusion processes
in underdeveloped regions. Empirical observation of undeveloped societies
shows such a typical pattern with respect to diffusion of innovation. In most
cases, implementation of inventions takes place in the spatial surroundings of
the original innovation centre. After the innovation has been implemented in
a certain spatial neighbourhood of this innovation centre, the diffusion
process halts. Therefore, smaller urban centres are not reached. “There is very
little penetration into smaller urban centres and rural areas, especially when
these are isolated from the main innovation centre” (Richardson, 1973, p. 126).

The contrary occurs in a hierarchical system of diffusion. This second type of
diffusion process advocates that innovations spread from the place of
invention to other large centres in the economy. As time passes the innovation
will also reach hierarchically lower urban centres. One argument for this
reasoning was given by Richardson (1978b): “Larger cities are more likely to
be receptive to innovations because of disproportionate concentration there of
the innovation adopting elite (technologists, managers and R&D specialists), a
more favourable social structure and the location there of decision-making
centres of large corporations.” In this type of diffusion model, the most
important factor determining the timing and rate of acceptance of a new
technology was thought to be the region size (measured by population),
because it represents the spatial concentration of entrepreneurs and industry
as well as market potential, (Brown, 1981, see Malecki and Varaiya, 1986). This
theory can be summarised in the hypothesis that “innovations spread among
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regions in a sequence that begins with larger, or more populous, regions and
only later includes smaller regions” (Malecki and Varaiya, 1983, p. 634). This
form of diffusion is mainly seen in developed countries.

However, reality does not support such a strict division between spatial and
hierarchical models. It frequently occurs that in the beginning of the diffusion
process, the hierarchical model dominates, which with the passing of time is
taken over by the spatial diffusion process. Hagerstrand (1966, p.40) states

that
“the point of introduction in a new country is its primate city; sometimes
some other metropolis. Then centres next in rank follow. Soon, however, this
order is broken up and replaced by one where the neighbourhood effect
dominates over pure size succession”.

Thus, at first an innovation spreads depending on the size of the city or region
(measured by the population), after a short period diffusion proceeds
depending on the proximity of potential buyers. The period until the spatial
diffusion process takes over from the hierarchical diffusion process might be
very short. For example, the place of introduction of a new product will be
most often in a metropolitan city, because of hierarchical diffusion. After this
first introduction, diffusion will, in all likelihood, develop simultaneously
through the hierarchical line as well as spatially. The logic behind hierarchical
diffusion in this case would be that the economic risks are less in a larger
potential market. However, the argument of spatial diffusion would be that
the innovation might be imitated more easily by proximate places which
would have a higher probability of exposure to it. (Robson, 1973).

In his study, Siebert points out that there are other factors, apart from a high
population density and geographic proximity, which have an influence on the
spread of knowledge. In his analysis, he focuses on three main factors that
influence the mobility of knowledge and determine the specialisation of a
region.

Siebert concentrates his analysis on three basic ingredients for a perfect flow
of knowledge, and shows that every ingredient encomprises imperfections.
For a perfect transfer of knowledge about new inventions between regions a
sender, a receiver and a system of communication are required. Each of these
three factors can exhibit flaws that slow down the speed of knowledge
transfer. First, with respect to the senders of information on new inventions,
Siebert distinguishes two categories. One consists of government-supported
research organisations and the other consists of private firms. With respect to
inventions made by the first category, the mobility of knowledge is usually
quite high, “because government-supported research organizations normally
tend to communicate their research results” (in general basic research results),
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whereas private firms try to conceal their information, in consideration of
competition'*. The hypothesis that could be deduced from this aspect is that
the more government-supported research institutions in a region, the greater
is the mobility of its knowledge.

The second factor highlighted by Siebert, is the receiver of the information on
new innovations. These receivers (presumably firms) must be able and willing
to implement a new invention in their normal procedures. With respect to the
ability to implement innovations, Richardson (1973) states that an
indispensable factor for the spread of innovation in production techniques,
processes and new managerial techniques “to lagging regions is the presence
of high calibre managers, scientists, technologists and centres of the decision-
making in these areas” (Richardson, 1973, p. 123). “Such potential adopters
may be heavily concentrated in the core industrial regions of the economy
(Ullman, 1958) and may also be relatively immobile, while the propensity for
managers and technologists to be created domestically in the backward
regions may be a function of the regions’ past economic structure, social
system and educational provision” (Richardson, 1973, p. 123).

The importance of willingness is stressed by Siebert, as he argues that the
greater the dissatisfaction with existing procedures in a region, the higher the
willingness to adopt new methods. As Richardson (1973, p. 124) puts it:
“diffusion may be delayed if innovation requires new kinds of knowledge on
the part of the adopter, new modes of behaviour or the coordinated efforts of
different groups and organizations”. This argument was originally made by
Mansfield (1968) and Day (1970). In addition to this argument, Siebert notes
that new inventions arising from basic research done by government research
institutions, often need further research of private firms, which are unequally
distributed over the regions. Therefore, “the existing spatial structure, i.e., the
distribution of industry over space, determines the possible application of the
new basic knowledge” (Siebert, 1969, p. 71). For example, if there is a large
concentration of firms in a certain branch of industry in a certain region, it is
obvious that inventions which are technically related to the techniques used in
this branch, will be adopted more than proportionally in this specific region.
Another aspect of the same argument is that “many innovations are
applicable only to an individual industry, and in this case the presence of that
industry in a region is obviously a necessary precondition for the innovation
to be adopted in the area” (Richardson, 1973, p. 124).

" It should be noticed that knowledge generated by governmental institutions does not
always have a high feasibility for private firms. Quite often private firms do need different
kinds of research (more applied research) than is offered by the governmental research
institutions (merely basic research).
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Thirdly, the communication between sender and receiver has to be efficient.
Siebert makes a distinction between formal and informal communication. This
distinction “affects the distribution of new basic knowledge.” Firms which
have informal contacts with research institutes may receive more information
flows. Siebert argues that “the firms near the universities may be better and
more quickly informed due to informal communication flows” (Siebert, 1969,
p. 71). Thus, regions with many of those firms will have access to a higher
amount of knowledge. Jaffe (1989) gives empirical evidence in support of this
hypothesis. Based on an analysis of patent data it was concluded that
“university research causes industry R&D and not vice versa. Thus a state that
improves its university research system will increase local innovation both by
attracting industrial R&D and augmenting its productivity” (Jaffe, 1989, p.
968).

Other factors that impede the mobility of knowledge in this respect are the
transmission interval”, the patent system”, and factors such as the availability
of financial means to innovate or imitate; profit requirements; and the size of
the firms in the region”.

Based on set theory, Siebert concludes that in equilibrium a specialisation
pattern will occur. Some regions will specialise in innovation, because they
show the most favourable environment for innovating in their region, while
others will specialise in imitation, or adoption. The degree of mobility of
knowledge will have no influence on this distribution. Innovation will be
polarised irrespective of the degree of mobility of knowledge, for the
following reasons. First, if information on new technical knowledge is
immobile, there exists a tendency for polarisation, because the new technical
knowledge will be held as secret as possible by the firm which made the
invention. In addition, the patent system may prevent a wide spread of
innovations. Therefore, only the spatial point where the invention occurred
will use the new technical knowledge".

" The time between the adoption of the innovation by one firm and the competitor of this
firm knowing about it (Siebert, 1969). See also Friedman, J., Aggngm]_th_e_ozy_o_mﬁggﬂi
development, the Ford Foundation, Urban and regional advisory program in Chile,
Santiago, Chile, 1967, p. 13.
" The patent system of country has an influence on the whole country and not a specific
influence on one certain region. However, a patent system can impede the mobility of
knowledge and the scope for imitation.

The size of the firms in a region has an influence on innovation and imitation. The
presence of large firms can stimulate or impede innovation depending on different schools
of thinking. Likewise, competition between firms is assumed to support or impede
mnovahon (again depending on the view).

" One critical remark seems to be in place here. Siebert abstracts from the diffusion of an
invention over space by multinational firms. It is obvious that a multinational firm will try
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If, on the other hand, information on new technical knowledge is perfectly
mobile, a partially or totally polarised incidence of new technical knowledge
may also be expected, since not all spatial points will fulfil the necessary
requirements for an innovation. There might be spatial points which have
more favourable conditions for imitating than for the further development of
a new invention, therefore these spatial points will not implement the new
knowledge immediately, but wait for other regions to implement it. Thus,
technical knowledge will be polarised in those regions, which have the most
favourable environment for innovation.

1L.3.c  Economic Geography

In recent years, a combination of the above two streams of literature came for-
ward, namely economic geography. Economic geography deals with
questions such as how the spatial pattern of innovation comes about and to
what extent innovations affect the growth (and decline) of regions. In
addition, the rise and growth of clusters of firms is considered in this
literature.

With respect to the former two issues, Boschma and van der Knaap (1997) try
to explain the location of major innovations that generate new industries by
applying the Windows of Locational Opportunity (WLO) concept (Boschma,
1994; Storper and Walker, 1989) to these topics. The WLO concept is a
theoretical concept that considers issues such as indeterminacy, creativity and
accidental events to be important in determining the spatial location of newly
emerging industries. The first of these, spatial indeterminacy, points out that
new industries might pose other requirements on location than existing
industries. This results in the effect that new industries need to locate in other
geographical places than existing industries. The spatial structures and
conditions that have emerged in a region, closely related to its individual
history, will not necessarily provide favourable conditions for newly
emerging industries. Therefore, these spatial practices will not predetermine
the location of newly emerging industries. Second, creativity, or “human
agency”, points to the fact that the specific requirements new industries pose
on their location might only become clear as the industries develop. So when
time passes, the specific needs of new industries become clear, therefore, new
industries depend on their creative capacity to generate or attract their own
favourable conditions in the region. Finally, accidental events (“randomness”)
indicates that regions might differ with respect to their ability to generate or

to implement an invention done in one of its plants, in all its geographically dispersed
locations. Consequently, Siebert would observe less polarisation if he included the efforts of
multinational firms, even when immobile knowledge is considered.
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attract new industries, due to their different individual histories. Regions
differ in providing triggers or incentives for solutions to location-specific
problems and for raising opportunities for industries. These triggers might be
induced by small, arbitrary events that have happened in the past. Therefore,
the location of new industries is highly uncertain and unpredictable. The
flexibility needed to adapt the local environment to the developing
requirements of the new industries may also differ across regions and change
over time. These three points lead Boschma and van der Knaap to the
conclusion that newly emerging industries are likely to develop
independently of spatial structures and conditions laid out in the past and
that the ability of regions to create new industries may change drastically as
time passes.

The literature concerning the last issue, the clustering of firms, can roughly be
divided into two strands: a stream that does not assume that technology or
knowledge spillovers play an important role in the clustering of firms -
especially high-tech firms - (Krugman 1991; Rauch 1993) and a stream that
does assume that knowledge spillovers are the main reason behind the
clustering of high technology firms (Audretsch and Feldman 1996; Feldman
and Florida).

In the first (a-spatial) view, knowledge spillovers take place as a result from
long term interactions between suppliers and manufacturers. The mutual
trust, built in a number of years, allows suppliers and manufacturers to set up
coordinated research programs for the development of new ideas. Mutual
guest researchers intensify the spillover of knowledge from one firm to the
other (Aoki, 1986). However, these networks are not established by
geographic proximity. A long term contact and a continuous exchange of
information allow the development of expertise (Echeverri and Hunnicutt,
1997). Thus, knowledge spillovers take place only if a firm establishes a
trustful relationship with other firms. This is independent of location and
spatial proximity. The reasons behind the observed clustering of high tech
firms are the same as the reasons why firms in general tend to cluster,
according to Krugman (1991).

In the literature is often referred to the three Marshallian reasons for
geographic localisation, which are: first, the presence of a pooled market of
workers with specialised skills. Second, the phenomenon that “an industrial
center allows the provision of nontraded inputs specific to an industry in a
greater variety and at lower cost,” (Krugman, 1991, p. 37). Third, technology
spillovers might play a role, because information flows more easily over small
distances (present within an industrial center) than over larger distances.
Krugman stresses that “forces for localization other than those involving high
technology are quite strong”, (Krugman, 1991, p. 53). It is not the will to
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approach, which concentrates on diffusion over countries. However,
technology gap theory tends to disregard the factor space. Technology is
regarded to spread to a country, because of the specific characteristics of that
country and geographic proximity does not play a role in this respect. The so
called spatial factors like agglomeration economies and growth poles as used
by geographers are not addressed in this set of theories. Only the geographic
stream of researchers used these concepts.

This dissertation will try to fill this gap by introducing concepts from
geography into a technology gap model, thereby effectively combining the
two approaches. Knowledge spillovers are thought to be locally bounded and
important for (local) economic development. The focus will be on regional
knowledge spillovers, instead of spillovers on a country-level (as is generally
adopted by technology gap models).
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Evolutionary thinking

The aim of this chapter is to introduce evolutionary thinking as an approach
to explaining economic behaviour. Furthermore, this chapter will focus on the
combination of evolutionary thinking with economic geography as discussed
in Chapter II. Figure ITI-1 shows how the different sections are related.

Figure III-1: Schematic overview of the sections

Chapter 11
Economics

T~ Economic Geography
Geography — \

" Economic Geography
in an evolutionary
perspective
1.3

Evolutionary thinking

1.1

Goodwin model

1.2

(prototype of a dynamic

model) Chapter 111

We will first look at the origins of evolutionary thinking. Via the various ideas
and concepts and their applications to economic issues, we will direct
attention to a prototype of a dynamic model of economic evolution, the
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Goodwin model. This model underlies the main model developed in the
remainder of this dissertation. Finally, Section IIL.3 will give an overview of
the work done in the field of economic geography from an evolutionary
perspective.

III.1  An introduction to evolutionary thinking

A central concept in evolutionary theory is bounded rationality (Simon, 1986).
This is opposed to the traditional neo-classical assumption that agents are
fully rational in taking decisions (rational expectations or full certainty)”. In
neo-classical theory, this assumption is needed in order to be able to calculate
a market equilibrium (by optimisation). Evolutionary thinking argues instead
that all agents are different (variation) and behave according to individual
specific behaviour rules, which might not be fully rational but nevertheless
are rational in some sense. Polany (1958) argued that human beings are
unaware that their behaviours are based on partially opaque deliberations.
The idea of bounded rationality has several implications, for one that agents
do not have perfect knowledge about all possible events that might happen
(uncertainties). Second, agents are not aware of the full consequences of every
possible decision they can take at a certain moment in time (imperfect
information). Firms pay attention to only a small part of their direct
environment (they do not make a full model of the economy as assumed by
neo-classical economists); therefore, they act under imperfect information and
uncertainty. In a situation of strong uncertainty and imperfect information,
firms cannot act fully rational; instead, they use standardised rules, which, on
average, lead to desirable outcomes. These rules may differ between
individual firms (as explained above). Especially innovation and technology
are phenomena that are subject to imperfect information and uncertainty. The
availability of information about a technology becomes progressively less
imperfect through learning effects during the period of adoption and use of
the technology itself (diffusion process) (Coombs, Saviotti and Walsch, 1987).
However, even when the information exists, access to it is costly and varies
widely among firms. The differential access to information and knowledge
and the differential actions based upon this information are a few of the most
important variables in determining a firm'’s success.

* In recent literature the differences between neo-classical theories and evolutionary theories
have become smaller and blurred, since neo-classical models incorporate more and more
imperfections, such as imperfect information (which could be viewed as an equivalent of
bounded rationality) and heterogeneity of agents. Examples are Krugman (1996) and
Sargent (1993).
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In this respect, it is important to stress the heterogeneity of agents (firms,
species), which is also a central idea in evolutionary thinking. The different
approaches among firms find their origin in the different circumstances, in
which firms function. The environments, past events, internal organisation or
even psychological factors, all leave a mark on a firm’s behaviour rules (Dosi,
1988). Therefore, there is no such thing as a representative agent in economic
reality (contrary to what is argued by neo-classical theory). All agents differ.

The outcome of the differential use of standardised rules will differ from the
market equilibrium (under rational expectations and full certainty) as
supposed by neo-classical economists. In traditional neo-classical thinking a
market equilibrium is calculated by equalising several factors, for instance
supply and demand, at a certain moment in time. Evolutionary economists
propose the selection mechanism as a substitute for the market equilibrium
(Nelson and Winter). The differences across agents determine which are the
fittest to survive in the market environment. Consequently, the equilibrium is
no longer static, but dynamic instead. The growth of some firms and decline
of others is a process that continues over time. This is described by a dynamic
equilibrium. A dynamic equilibrium (or evolutionary equilibrium (Dosi et al.,
1990)) defines a state in which there is still motion, while the equilibrium in
itself can be moving as well and in that sense be a moving target (Gomulka,
1990). According to Gomulka this movement of the equilibrium is fused by
the process of innovation:

“The constant inflow of new ideas, changing fast the environment in which

firms operate, makes each situation a new one, the past experience not always

an asset, and the situation-specific optimal solution a moving target”
(Gomulka, 1990, p. 70).

The question arises how to formulate an economic model along the lines of
evolutionary thinking. Such an economic model can be set-up by using a
theoretical framework from biology, in which variety and change are the
driving forces of growth.

In biology, evolutionary thinking started with Darwin’s ideas about how life
came about on this planet. In Darwin’s view, species develop under pressure
from the struggle for existence. There are three elements that together capture
Darwin’s theory. These are recombination, mutation and selection.
Reproduction causes offspring to resemble their parents by inheritance.
Reproduction takes place by a process of recombination, in which the genetic
information of two parents is reshuffled and combined into a new genetic
string for the offspring. When certain genetic information leads to
characteristics that are favourable for survival, those individuals in a
population that posses this information will tend to reproduce at a faster pace,
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simply because their higher survival rate enables them to live and reproduce
longer (on average).

When left on its own, i.e., without introducing new genetic information into a
population, such a process of selection will thus lead to a population in which
the ‘favourable’ genes dominate. Every now and then, however, random
mistakes will be made during the copying of genetic information associated to
the recombination process. Such random mutation may occasionally lead to
new ‘favourable’ genes, thereby introducing new impulses to the selection
process.

Consider the following example. To the north of the Amazon area, there is a
river in which guppies live. In the upper course, the river is small and
shallow. The water flows very fast and there are few predators. The male
guppies are very colourful in this part of the river, in order to attract many
female guppies. Thus, colourfulness is associated to a high reproduction rate,
which leads to selection of colourful males. In the lower course, the river is
wide and deep, and many big fish - which like to eat little guppies — are
present. The guppy males are unobtrusive of colour. The survival pressure in
the lower course is against colourfulness, because bright colours are easily
detected by predators. If a population of guppies moves from the upper
course to the lower course, it is observed that with every generation the
guppies get darker of colour.

Another view on the evolution of life was developed by a scientist named
Lamarck in the beginning of the nineteenth century. The Lamarckian view is
different from the Darwinian view in that Lamarck considers active learning.
The individual learns from other individuals that a certain character is
favourable for survival or producing offspring and hence adopts this
characteristic. In biology, this Lamarckian view is discredited. A giraffe did
not consciously enlenghten his neck in order to reach the leaves at the high
branches in the tree. The Darwinian view - that giraffes with genetic
information for longer necks survived because they were able to access food -
is much more adequate here. Biological evolution takes place by ‘genetic’
learning not ‘individual’ learning.

However, in economics the Lamarckian view seems much more appropriate.
The Lamarckian view is applicable to firms and agents in that people (or
groups of people) are able to learn from experience or from other people’s
experiences. Mutation can therefore be seen as endogenous instead of

exogenous. People learn during their lifetime and not because of genetic
selection.



The whole literature around learning curves (Stiglitz, 1987) takes up the idea
of learning from experience. Experience in doing something enhances the
efficiency with which it is done. Similarly, as a result of production,
productivity increases (the Verdoorn-effect, see also Chapter II). Stiglitz (1987)
labels this form of learning as learning-by-doing. He also distinguishes other
forms of learning, like learning-by-using and learning-by-learning. The
Verdoorn effect will be implemented in the model developed in the remainder
of this dissertation (see Chapter IV). Agglomeration economies and
cumulative causation (Myrdal, 1957) as discussed in Chapter II are different
concepts which are based on this same idea. They constitute the geographical
counterparts of the economic concept of the Verdoorn law. Arthur (1990)
applies the idea of the increasing returns to the pattern of industry location.
He takes the argument one step further by arguing that after a certain point in
time a so-called lock in effect occurs, meaning that a series of historical events
(eventually) results in a certain spatial pattern of innovative (and economic)
activity. An initial specialisation of a region in a certain innovative activity is
reinforced, and a lock-in process causes innovative activities to concentrate
spatially. The locational pattern of innovative and economic activity is
therefore path-dependent (and also dependent on the individual actions of the
agents). This spatial view on evolutionary economics will be reviewed more in
detail later this chapter (Section II1.3).

To apply the Lamarckian view on the economy, we need to find economic
counterparts to the biological concepts of mutation, replication and selection.
Nelson and Winter (1982) note an analogy to the biological gene in established
procedures, business strategies, policies and habits, described as ‘routines’.
“These routines play the role that genes play in biological evolutionary
theory” (Nelson and Winter, 1982, p. 14). Routines determine the possible
behaviour of the firm. They are passed through during the time the firm exists
and new built plants often have the same routines. Routines are selectable in
the sense that firms with better working (profit generating) routines grow in
market share. Nelson and Winter (1982) introduce the concept of ‘search’
which “is the counterpart of that of mutation in biological evolutionary
theory” (p. 18). Search involves the way routines change and improve over
time. Economic selection happens through market competition. “Market
environments provide a definition of success for business firms, and that
definition is very closely related to their ability to survive and grow” (p. 9).
This is the analogue idea of the survival of the fittest in natural selection.
Firms that have adopted successful routines (through an effective search) will
experience a growth in their market share, whereas other firms will loose in
market share and might be forces to leave the market.
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To put the concept of natural selection into mathemahcal terms often use is
made of sets of difference or differential equations”. This approach will be
adopted in Chapters IV, V and VI of this dissertation. The selection
mechanism as described above can be captured in a simple equation, called
the replicator equation (Fischer, 1930) (Equation IlI-1 and III-2):

X, =oX,(E,-E)
(II-1)

E:iE..x,.,

(II-2)
where X denotes the proportion of agent i in a population of n agents, E points
to the competitiveness (fitness) of an agent and a bar indicates the average
level of fitness of the population of n agents™. A dot above a variable points to
the time derivative. This equation shows that the growth in proportion of a
firm (the market share) is a function of the firm’s competitiveness and the
average competitiveness of all firms. Market shares change as a result of firm
behaviour. In Section III.2 we will come back to the formal modelling of
evolutionary principles.

The replicator equation originates from biology in which species compete in
the struggle for life. In biology, it is clear that the gene takes the role of
fundamental unit of selection. In economics, the fundamental unit of selection
is less clear. Similar to the growth and decline of firms is the growth and
decline of technologies, which can be modelled using the same principle. Like
firms compete in the market environment (and species compete biologically),
methods or technologies can compete for a market of adopters (Arthur, 1988).
In fact, in economic literature the replicator equation is successfully applied to
several units of selection (Silverberg, 1988).

1.2  Formal modelling

The replicator equation as explained in the previous section, does not provide
a detailed economic description of how economic selection takes place. It
argues that above average competitive firms grow more rapidly, but does not
specify how exactly these growth rate differentials arise.

Silverberg (1984) proposed the Goodwin (1967) model as a prototype model of
economic evolution. This model is a so-called predator-prey model (or Lotka-
Volterra model), which has been shown to be formally equivalent to a

* Section I11.2 will give insight in one particular dynamic model.
~ Note that in this simple context E, is a constant.
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replicator equation by Hofbauer and Sigmund (1988, pp. 134-135). In
Silverberg’s interpretation of the model, a common wage rate provides the
selection mechanism, thereby giving selection explicit economic meaning. The
rest of this section will explain the Goodwin model and Silverberg’s
interpretation of it.

Goodwin’s model is in the line of the predator-prey equation system of Lotka
(1925) and Volterra (1931) (see Gandolfo, 1996; Lorenz 1989; Gabisch and
Lorenz, 1989). Instead of the competing species of predators and preys,
Goodwin models a society of capitalists and workers. The workers spend all
their income wL on consumption, in which w denotes the real wage rate and L
is employment. Capitalists save and invest all their income that is solely
constituted of profits, determined by production ¥ minus labour costs wL. C
denotes capital and a denotes labour productivity, which is defined as Y/L.
Labour productivity is assumed to grow at a constant rate ¢. N denotes labour
supply, which is assumed to grow at a constant rate 7.

Since investment, I, equals the growth of capital, which in turn equals savings,
S,wehave I =S = Y —wL, which can be rewritten to
C=(0-w/a)Y,

(IT1-3)
in which w/a is the wage income share in production and thus (1-w/a) denotes
the share of profits in production. The growth rate of the capital stock is then
given by:

cre=022 N ~a-wiaya,

(II-4)
in which 6 (= C/Y) denotes the capital-output ratio, which is assumed to be
constant. This also implies

CIC=YIY.
(II-5)

Labour productivity is exogenously determined, therefore employment, L, is
given by L = Y/a. Logarithmic differentiation gives

L/IL=YIY-¢=(-wla)lc—¢.
(I11-6)

The two central variables in the Goodwin model are the employment rate

(L/N), hereafter denoted by v, and the wage income share in production: w/a =
u. Logarithmic differentiation of v gives
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v/v=L/IL-NIN
v/iv=YIY-¢-n
viv=(l-wla)loc—(¢+n)
viv=—ulo-(p+n+l/oce

v=(-u/o—-(@+n)+1/o)v.

(I1-7)
The same procedure for u leads to
nlu=wlw-ala
ilu=wlw=-9.
(II-8)

Goodwin assumes that the wage rate follows a Phillips curve relation as
displayed in Figure III-2.

w/w

/ )

Figure I1I-2: Phillips curve

Taking a linear approximation to show the movements of v near the vertical
line, we can write
wlw=-y+ pv,

(I1-9)
where y and p are positive constants. Inserting this in the equation for the
growth rate of u, this yields

ulu=-y+pv—-¢ &
u=(—(@+7y)+pvu.
(II-10)

From equation I1I-7 and III-10, we obtain the following system of equations:

{\‘sz(—ulc—(q) +m+1/o)w
u=(=(¢+y)+ pvu.
(II-11)



Such a system of equations is known as a predator-prey model (Lorenz, 1989).
The employment rate v acts as the prey, while the wage bill share, u, serves as
a predator.

Using the definitions
—@+m+lio=ello=f,@+n=g,p=h,
(IM1-12)
we can rewrite the system as
v=(e- fu)v
{L't =(—g + hv)u.
(I11-13)

The parameters f, ¢ and h are positive by definition. It seems realistic to
assume 1/06 > (¢ + 1) (Gandolfo, 1996), so e > 0.

The equilibria of the system can be found when we set the time derivative of v
and the time derivative of u both equal to zero. There appear to be two
equilibrium points, namely (v,, u,) = (0, 0) and (v,, u,) = (¢, ef). To
determine the characteristics of the equilibria the Jacobian is evaluated at each
point:

: e—fu = fu e 0 0 —fg/h
= W)= h. =
Jacobian [ e ﬁg+hv]J(00} (0 _g]J(gf el f) [heff 0 ]
(I11-14)

In (v,, u,) the determinant and the trace of the Jacobian equal —eg, which is
negative, indicating that the origin is a saddlepoint. It is clear that in (v,, u,)
the determinant of the Jacobian equals eg, which is positive, and the trace of
the Jacobian equals zero. This leads to the conclusion that (v,, u,) is the
central point of a vortex. The system possesses closed orbits, instead of
spirals”. The initial values of v and u determine which of the infinitely many
closed orbits describes the actual behaviour of the system.

Figure III-3 displays the system in motion. The x-axis shows the employment
share v, which by the equation for the Phillips curve determines the rate of
growth of the wage rate. The vertical axis shows the distribution of income.
The workers’ share is determined by the distance from the origin to the value
of u and the capitalists’” share is defined by 1 - u, which, multiplied by 1/c
gives the profit rate and the rate of output growth. Goodwin (1967) described
the economic mechanism underlying the motion of an arbitrary point as

* See the Hirsch/Smale theorem in Lorenz (1989, p. 54; symbols have been changed in
accordance with the notation used here): “Every trajectory of the Lotla/Volterra equations is
a closed orbit (except the equilibrium (v,, u,) and the co-ordinate axes)”.
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Figure III-3: The Goodwin cycle

follows: “When profit is greatest, u = ul, employment is average, v = g/h and
the high growth rate pushes employment to its maximum 02 which squeezes
the profit rate to its average value e/f. The deceleration in growth lowers
employment (relative) to its average value again, where profit and growth are
again at their nadir u2. This low growth rate leads to a fall in output and
employment to well below full employment, thus restoring profitability to its
average value because productivity is now rising faster than wage rates. ...
The improved profitability carries the seed of its own destruction by
engendering too a vigorous expansion of output and employment, thus
destroying the reserve army of labour and strengthening labours bargaining
power.”(pp.168-169; symbols have been changed in accordance with the
notation used here).

Silverberg (1984) elaborated on the Goodwin model, in order to describe
selection in an environment with multiple firms. In the simplest form, his
extension amounts to assuming there are two firms, each with a capital stock
of their own. They hire labour on the same market, i.e., they face the same
wage rate, and economy-wide employment is equal to the sum of the two
firm’s labour demand. The firms are assumed to differ with regard to labour
productivity, say a4, > a, (and 4, and a, are both constant). Thus, for all wage
rates, the profit rate of firm 1 will be higher than that of firm 2, and hence firm
1 will grow more rapidly. In other words, firm 1 will increase its market share
and drive firm 2 out of the market. Hence the model will converge to a special
case of the above model, where a = a, and ¢ = 0. More interesting dynamics
may be obtained when the growth rates of labour productivity are
endogenised (e.g., the Silverberg, 1984 model in its full form). Chapter VI of
this model will propose such an endogenisation for the case of a multi country
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- multi region economy. The next section will explain some of the general lines
along which this will be done.

III.3  Economic Geography in an evolutionary perspective

Allen and Sanglier (1978, 1979a, 1979b, 1981a and 1981b) developed one of the
first evolutionary models in economics that pays attention to spatial effects.
They designed a spatial model with respect to population dynamics and
assume a mutual interaction between the change in the distribution of the
population of a region and the employment pattern. The result is a dynamic
model of interacting urban centres in which ‘historical chance’, i.e., the
fluctuations of the system, plays a vital role.

Arthur (1990) implements technology in a similar model of economic
geography. He argues that a series of historical events (eventually) results in a
certain spatial pattern of innovative (and economic) activity. An initial
specialisation of a region in a certain innovative activity is reinforced, and a
lock-in process causes innovative activities to concentrate spatially. The
locational pattern of innovative activity is therefore path-dependent.

In general, it can be said that increasing returns to location (economies of scale
and agglomeration economies) and cumulative causation are the main ideas
behind an evolutionary approach to economic geography. The existence of
economies of scale stimulates a firm to locate in one geographical location
instead of several dispersed plants. In addition, agglomeration economies
induce innovative activities to cluster geographically. Agglomeration econo-
mies (see Chapter II) imply that positive externalities will occur when
economic (as well as innovative) activity is located geographically close to
each other. A spatial concentration of economic activity and people generates
positive effects on productivity, because, for instance, the opportunity for
communication of ideas and experience becomes much larger than in case of
the absence of such concentration. Furthermore, differences in innovativeness
across regions may be persistent rather than transitory. This argument is
based on Myrdal’s (1957) theory of circular and cumulative causation (see
Chapter II, Section 2). The regional interpretation of this theory is that a region
which starts with an economic or innovative advantage (for any reason), will
80 on to stay economically and innovative ahead of other regions in the area
under consideration. Since these differences in innovativeness will be
persistent over time, a spatial pattern will occur that is characterised by spatial
concentrations of innovation in certain regions.

Acknowledging the existence of localised knowledge spillovers may give a
more realistic view on the resulting spatial pattern. Since knowledge will
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diffuse gradually to a bounded space, regions with a high proximity to an
innovative (or economically strong) location will receive many spillovers and
therefore have only small gaps towards the innovative region. The gaps will
become larger at larger distances from the innovative location.

How could a regional spillover model be set up along these lines? It is realistic
to assume that regions differ in characteristics and therefore are
heterogeneous with respect to their behaviour. The specific characteristics of a
region determine the amount of spillovers a region receives at a specific time
and the potential for transmitting spillovers to other regions. Factors such as
the educational system, the quality of the infrastructure and the state of
technology set the extent to which a region can implement external
knowledge. Regions differ with respect to such factors.

Furthermore, such a regional spillover system would be characterised by a
continuous flow of spillovers from each region to other regions. At each
period in time, there is interaction. The amount of spillovers that is received
by a certain region depends on the past interactions within the whole system.
The system is constantly in motion. Groups of regions grow, while others
decline. Therefore, the process cannot be described in a static way (using the
concept of market-equilibrium).

Evolutionary modelling is very apt to analyse such a multi-regional model.
The different behaviours of regions with respect to receiving knowledge
spillovers form the input to the selection mechanism. The selection
mechanism explains the motion in the system. During the transitory dynamics
regions with favourable characteristics at a certain moment in time will grow,
but may decline after a while when other regions’ favourable characteristics
for growth emerge. In the end this system might lead to a dynamic
equilibrium in which regions still grow (in terms of their knowledge stock)
but have reached a stable (relative) position towards all other regions (if they
are not falling behind instead, see Chapter IV). The dynamic character of such
a regional spillover system is grasped by evolutionary modelling in the
application of the selection mechanism.

The Goodwin-type model in this thesis will use the idea of localised
knowledge spillovers to endogenise technology (labour productivity) in a
regional context. In the model, the growth of the labour productivity is set
proportional to the growth in the knowledge stock. This growth rate, in turn,
is determined by several factors (for details is referred to Chapter VI) among
others the spillovers received from all other regions in the world. The effect of
increasing returns to location is present in the model in two forms. First, via
the Verdoorn effect (agglomeration economies): productivity growth in a
region is positively related to output growth in the same region. The second
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effect stems from geographical distance in combination with technological
distance (as used in the technology gap models, see Chapter II). The smaller
the distance (geographical and/or technological) towards an innovative
region, the larger the amount of received spillovers and therefore the higher
the growth rate of the knowledge stock of a region, which implies a higher
growth rate of labour productivity.

Instead of a countrywide wage rate (as in Silverberg, 1984) the proposed
model will use regionally determined wage rates. This implies that each
region has its own Goodwin-cycle. Since the regions influence each other by
means of spillovers in each time period, the vortexes (one for every region) are
dependent on each other. In fact, centres move over time.

Chapter IV will develop a system by which spillovers take place between

regions. In Chapter VI, a Goodwin-type model, including such a spillover
system, will be set up.
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1V

Introducing geographical distance in the modelling of
technology spillovers

The aim of this chapter is to integrate space as explained in Chapter II into
technology gap models. The absence of space as an explaining factor in
technology gap models is addressed in this chapter by extending a simple
technology gap model with the concept of geographical distance. In order to
do so this chapter is organised as follows. In Section IV.1, a spillover system is
described. A region gets a certain amount of spillovers from its neighbour
according to certain rules. These spillovers are the input to the growth of a
region. In Section IV.2, the model is extended to a multi-region model. Section
IV.3 outlines some general conclusions of the model.

IV.1  Description of the model

The model that is presented in this section will be aimed at incorporating
several considerations from economic theory and geographic theory. As in
other (empirical) catching up literature, the assumption will be adopted that
technology is the only factor that influences output. In fact, output growth is a
linear function of the growth of the knowledge stock.

Q_pki

o Pk

(IV-1)

in which Q, denotes the level of output of region i and K, points to the level of
the knowledge stock of region i. fis a parameter. Dots above variables denote
time derivatives.

53



Next, the equation of the knowledge stock in region i (K) is specified. The
growth of the knowledge stock in region i is assumed to be a function of
output growth (via the Verdoorn effect, see Chapter II), spillovers received
from surrounding (not necessarily contingent) regions (S), as well as an
exogenous rate of growth (p).

K. 0
==af(A=+585+p;)
g, e

(Iv-2)
in which @ and A are parameters.

The growth of the knowledge stock of a region is partly determined by the
spillovers received from surrounding regions. For the explanation of the
spillover term, it is convenient to first consider two regions, later on (Section
IV.3) this framework will be extended and a multi-region model will be
constructed. In the two-region setting it is assumed that there is one
technologically advanced region and one backward region. There are two
factors which determine spillovers between regions. The first is the existence
of a technology gap, which induces spillovers from the advanced region to the
backward region. This is the ‘ordinary” way of modelling this, theoretically
justified by the technology gap literature and analogue to the procedure
developed by Verspagen (1991, 1992b). The second factor is geographical
distance. A small geographical distance facilitates knowledge spillovers
between regions. This assumption comes forward from geographical
literature. The occurrence of face-to-face interaction between firms will be less
intensive as the geographical distance between them is increased.

The modelling of the spillovers takes the following form:
[

S: =— e.r éG.,‘ﬂ_ 4 L}
if
(IV-3)
G= In L I
K;j
(Iv-4)

in which S, denotes the spillovers generated by region j and received by
region i". G, points to the technology gap of region i towards region j.
Equation (IV-4) gives the exact specification of the technology gap. ¥, is the
geographical distance between the two regions. If y, increases, the spillover is

* Note that the lower the initial stock of knowledge a region is endowed with, the more
spillovers it will receive. This is similar to the concept of B-convergence (Barro, 1984;
Baumol, 1986; De Long, 1988; Barro and Sala-i-Martin, 1991, 1992a, 1992b) in which a
backward economy (an economy with a low initial level of GDP per capita) will grow faster
than a rich economy and therefore catch up.
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reduced. § points to the intrinsic learning capability of region i. The
assumption, taken from technology gap models, is that regions which have a
high capability to learn (because they have an educated workforce, good
educational facilities, and/or a developed knowledge infrastructure) can
implement the knowledge from other regions more easily. The part of the
received knowledge that is valuable for these regions (in the sense that they
can implement it straight away) is much larger than for regions that have a
low ‘learning capability’. In Equation (IV-3), a high learning capability assures
that a region will receive much spillovers. j, can be interpreted as a catching
up parameter, it determines the magnitude of the gap at which catch up
occurs. We will come back on this factor later. The technology gap (G,) is also
used as an indicator of technological distance. G, is defined as the log of the
ratio of the knowledge stocks of two regions.

The specific feature of introducing geographic distance the way it is done in
this model, is that there will always be spillovers (although they might be
small) from one region to another. This is due to the measurement of
geographic distance”, which is always larger than, or equal to, one. Therefore,
the spillover function is never exactly equal to zero (although it approaches
zero in the limit). This is in contrast with other catch-up literature in which no
spillovers exist if the knowledge stocks in the regions are equal. Thus, the
model allows spillovers to occur in two directions, from the technological
leader to backward region(s), and vice versa. Generally, the first stream will
be largest, since the backward region can learn more than the advanced
region. However, spillovers from a backward region to the leader region also
take place because it could well be possible that the backward region has
(developed) complementary knowledge, knowledge that was not yet in the
hands of the leader. So there always is a small flow of knowledge from
laggard to leader, although this quantity goes to zero for large gaps.

Figure IV-1

“ Section 2 in Chapter VI explains in detail how the geographic distance is measured.
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If the spillover functions of two regions are drawn, (all parameters are
assumed to be equal between the regions), we get Figure IV-1. As can be seen,
the expression for the knowledge spillovers takes the shape of a Bell-function.
Left from the y-axis region j is the most advanced region, here region i
receives the most spillovers. Right from the y-axis the opposite is the case, i.e.,
region i is the leader region. As can be seen in the figure, below the graph of
the spillover j receives from i (S) there lies still a small part of the S, line,
indicating that, however region i is the leader, still spillovers from region j to
region i take place, although they are small (see above). Another point that has
to be noted, is that the net spillover will be equal to zero in the case where the
gap between the two regions is zero (i.e., they have equal knowledge stocks).
This emphasises the unique working of this model. In this situation there are
still spillovers (although the knowledge stream from region i to j is as large as
the other way around), contrary to regular catch up models, where knowledge
spillovers are reduced to zero, if knowledge stocks are equal between regions.
The latter situation only holds, however, when parameters (p, A, W, d) are
equal between the two regions.

L
/1Y i
\ A & \
A SN si/| /! : 85
0 Gjj 0 Al W5 G
Figure IV-2 Figure IV-3

In Figure IV-2 the spillovers received by one region for a two-region model
are displayed. With the help of this graph, many characteristics of the
spillover function become clear. Note that the top of each spillover curve lies
at a technology gap equal to 8. The maximal spillover corresponding to this
is equal to §/y,. We take Sl as the starting point, and we consider what
happens to the spillover function under certain conditions. First, an
enlargement of the geographical distance between two regions will lead to
lower spillovers received by each region, depicted by the thick line (S2, which
shows the situation for the laggard region only). With the same technology
gap, fewer spillovers occur. Second, an increase in the learning capability of
the lagging region (8) will cause the spillover function to behave as displayed
by the dotted line (S3). The spillovers that region j will receive are now larger.
The gap at which maximal spillovers occur is also larger, indicating that not
only more spillovers are received, but also that the range over which
spillovers increase as a function of the technology gap, is larger. Thus, the
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laggard is able to learn more (magnitude of the spillover function) and more
easy, or earlier (at a larger technological distance). The top of the curve (which
is equal to §/7,) has been replaced upward and to the right of the original
posmon :

A third characteristic of the expression for the spillover can be shown with the
help of Figure IV-3. If W is increased, all other things being equal, the curve
will shift to the right (S5). This has several effects. First, the level of spillovers
in the case of equal knowledge stocks across regions (G=0), is smaller. This
indicates that for relatively large p, the model resembles a regular catch-up
model, which is characterised by zero spillovers for zero technological
distance.

Second, because the top of the curve moves to the right, catch-up becomes
easier. At a larger technological distance, it is still possible to receive much
knowledge spillovers, and, therefore, to catch up. The specifics of this
mechanism will become clearer after we discuss the net spillover function.

IV.2  The dynamics of the model

To analyse the dynamics of this model, we take the time derivative of the
technology gap in Equation (IV-4) and substitute equations (IV-1), (IV-2) and
(IV-3). For a two-region model this boils down to:

S =] L ( ith0 <o Jl{]
Gy e am((,o P;)-(S;-Si),wi B

(IV-5)
in which o, B and A are assumed to have the same value in each region. This
expression can be analysed using Figure IV-4.

Two cases can be distinguished, one in which region i is the most advanced,
and one in which region j is the leader region. Since the two cases are mirror
images of each other, we will restrict ourselves to describing only one case,
namely the one in which region i is the leader. In Figure IV-4, S-S, represents
the difference in spillovers generated by the lagging and the leading region
(the net knowledge spillover curve). This curve results from subtracting S,
from S7. p, - p, displays the difference in the exogenous rate of growth of the

* To achieve this reaction of the spillover curve, the learning capability had to appear in two
places in the spillover function (Equation IV-3).

7 Note that a net spillover curve not necessarily intersects with the origin. In Figure V-4 the
learning capabilities 8, and § are assumed equal to each other, as well as the catch-up
parameters p, and L.
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knowledge stock between the two regions. If we assume that region i is the
most advanced, it is expected that the exogenous rate of growth of the
knowledge stock in region i exceeds that of region j, thus p, > p, and therefore
p, - p, > 0 (as drawn in the figure)”. The intersection points of the two curves
correspond to equilibrium points (where the time derivative of the technology
gap is equal to zero). The nature of these equilibrium points differs. The
intersection point at which the S-curve has a positive slope is stable, whereas
the other intersection point is unstable. Therefore, the arrows of motion can be
drawn as is done in Figure IV-4. When the S-S, curve is below (above) the p, -
p, line, that means that the knowledge spillovers received by region j are
smaller (larger) than the exogenous increase of the gap, resulting in a net
increase (decrease) of the technology gap. Therefore, depending on the net
knowledge spillovers, the technology gap either converges to the equilibrium
point close to the y-axis, or goes to infinity.

The position of the intersection points differs if one of the two curves, either p,
- p, or S-S, or both, move. In order to distinguish between the different effects
we will first consider a variation in the difference in the exogenous rate of
growth of the knowledge stock between the two regions, p, - p. If the
difference is enlarged in favour of the leader, the p, - p, line in Figure IV-4
moves upward, meaning that the range of technology gaps at which catch-up
occurs becomes smaller. Eventually, when the p, - p, line shifts to a position
above the net spillover curve, there will be no opportunities for catch-up. If,
on the other hand, the exogenous rate of growth of the knowledge stock in the
backward region in increased (e.g. by expanding research efforts) up to a level
comparable with the advanced region, i.e., the p, - p, line is positioned on the

x-axis, the technology gap will eventually close and the regions will converge
completely.

® As p, exceeds p, the intersection of the curve with the horizontal line is located at the left-
hand side of the y-axis. Here region j is the leader, therefore this assumption holds again.
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The second possibility to alter the position of the intersection points, is to
change the position of the spillover function Sj-Si, by varying the parameters
y, & and/or p. First, we consider a variation in the geographical distance
between two regions. Of course this experiment seems a little odd, since we
consider only two regions, and we cannot pick up one region and locate it
somewhere else in order to decrease the geographical distance. However, this
experiment is carried out in order to show the influence on the net spillover
curve of this parameter. A decrease in the geographical distance has the effect
that the spillover curves S and S, increase proportionally to the decrease in
geographical distance (explained by Figure IV-2) and the maximum of the S-S,
curve in Figure IV-5 moves upwards”.

The bifurcation diagram is displayed in Figure IV-6". The horizontal axis of
the bifurcation diagram shows the values of the geographical distance
parameter y,. The vertical axis shows the equilibrium values of the technology
gap. The line E, shows a stable equilibrium, while the line E; points to an
unstable equilibrium. The line S_; represents the top of the net spillover curve
in Figure IV-5. This figure shows that for high values of y, no equilibrium
value of the technology gap exists. If we look at the horizontal line (p, - p) in
Figure IV-5, it becomes clear that there are positions of the net spillover curve,
for which there is no intersection point with this line. For the threshold value
of y, one equilibrium appears. This equilibrium point B, is the point of
tangency between the p, - p, line and the S-S, curve. For values of y, smaller
than the threshold level, two equilibria exist, as described by the curves in the
bifurcation diagram. As shown in Figure IV-6 the value of the stable
equilibrium is always closer to zero than the maximum of the knowledge
spillover term.

\8j-Si
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Figure IV-5 Figure IV-6

* The maximum also moves a little bit away from the y-axis, but this is a very small effect.

* Note that the figure should show a discontinuous graph (in the model a geographical
distance is either 1 or 2, not 1.5), however, for visual reasons the individual points are
connected.
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However, the geographical distance is not something that can be influenced
by a region. What can be influenced is the intrinsic learning capability of a
region. This is the second parameter that can move the S-S, curve. The effect of
an increase in the learning capability of region j (§) on the S-S curve is
displayed in Figure IV-7. Note that § has not changed. It can clearly be seen
that on the right hand side of the figure the top of the curve has moved to the
upper right of the figure and the curve does not intersect with the origin
anymore. What has happened on the left-hand side is a bit more difficult to
see. The minimum point has moved upwards so that it is closer to the
horizontal axis. Also, there is a small movement of the minimum point away
from the y-axis.

The bifurcation diagram now looks as displayed in Figure IV-8. On the
horizontal axis, the learning capability is displayed. This figure shows that as
the learning capability of the lagging region increases, a threshold level is
reached at which the curves S-S, and p, - p, in Figure IV-4 are tangent. This is
the bifurcation point B. A further increase of the learning capability leads to
two equilibria, a stable and an unstable one. Note that the E_ line for the stable
equilibrium can even go below the x-axis if the difference in exogenous
growth rates of the knowledge stock is small enough. This situation indicates
a take over in leadership by the (initially) lagging region. In Figure IV-7 the
horizontal line (p, - p) intersects with the S-S, curve left from the y-axis, where
the gap is smaller than zero, indicating that region j is the leader region. The
combination of a large learning capability in the lagging region together with
a small difference in the exogenous rate of growth between laggard and leader
gives rise to take over. The backward region takes over the lead position.



o4y

AT

= — 5

\

Figure IV-9

=]

The final parameter that can be changed and will have an effect on the graph
in Figure IV-4 is the catch-up parameter u. We will increase p and p,
simultaneously (i, = )". The effect on the net spillover curve (S-S) is that the
extrema will move away from the x-axis and the y-axis, as displayed in Figure
IV-9. As can be seen on the right hand side of Figure IV-3, as p goes to infinity,
the top of the spillover curve (S) will go to 8/v. As the catch up parameter u

A ) Cc 3
1/\ 31 f\ [\ 8l
: . 0. B
Si /o \si Si / \ \ S|
\ 08} \
\I \ f
\ / 0.44
/ \ /
/ \ J
02| / 0.2
/ - . y
-4 2 0D 2 4 G 4 2 0D 2 4 G
1 1 - ———
6ly / 5/ly
f \
05! S| - Si 05 / "‘-._Si _Si
./” \
3 2 2 iG 2 b 3 rarcy
/ -0.5!
-8/y p -&/y / §
B ' D
Figure IV-10

" This assumption has the consequence that both regions are affected in the same manner by
a variation in this parameter. Furthermore, the net spillover curve is forced to intersect with
the x-axis by this assumption.
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will increase in value, the net spillover function will approach the shape given
by Equation (IV-3). Therefore, the top of the net spillover curve (S-S) will
approach the value 8/y. In the left-hand side of the Figure IV-9 the minimum
point will approach the value -3/ for the same reason.

This is explained in Figure IV-10. The upper part (panel A and C) shows the
individual spillover curves for each region, whereas the lower part (panel B
and D) shows the net spillover curve. The left-hand side (panel A and B)
points to a situation with a small i, whereas the right-hand side (panel C and
D) point to the case of a large p. Note that in the case of a small catch-up
parameter, the extrema of the net spillover curve (panel B) are below &§/y
(right hand side) and above -8/ (left hand side). In panel D the difference
between the curve and the lines 8/y and -8/7 is negligibly small. This has the
important consequence that an increase in p will enlarge the effect of the
geographic distance parameter in the model. A variation in the geographical
distance will affect the figure in the following way. An increase (decrease) in y
will decrease (increase) the top of the net spillover curve proportionally if the
catch-up parameter is large. Suppose | is small (panel A and B), in this case, a
variation in vy (all other thing equal) will have a less than proportional effect. S,
becomes larger in terms of panel A, but S as well, thus the top of S-S, will be
lower than 8/v".

Eu

Bi=Kj
Figure IV-11

The bifurcation diagram now shows p, (=p1) on the x-axis. As can be seen in
Figure IV-11, the stable equilibrium first moves towards the y-axis as , (=p) is
increased. If p is increased even further, the stable equilibrium starts to move
away from the y-axis with a steady pace. The reason for this can be seen in
Figure IV-9. Here it is shown that the S curve approaches the value §/y
(because the larger u becomes, the more the S, and S, curve resemble a Bell-
function), this implies that a further increase of p leads to only a minimal
increase in height of the curve, meaning that the E, E  and S___ curves increase
with a steady pace in the bifurcation diagram.

32 . . .
Figure V-10 is based on numerical analysis.
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IV.3  Multi-region version of the model

This section describes the model as it is extended to hold for n regions. When
Equation IV-5 is rewritten for n regions, it looks as follows:

dlnﬁ_f{j_K;= (04

(fP‘-'P,)"'l(zfrsm'ZnS;..J'fS;'S.)).
(IV-5')

Gi= % K, Ki K, 1-0fA

withO<afA <1,
in which £S, and LS, denote the spillovers received by region i and j

respectively from all regions n for which n # i, j. Note that this equation
specifies the (growth of the) gap between two regions. There are n regions in

total, thus every region i has n-1 of these equations.

The right hand side of Equation (IV-5’) consists of several important terms.
The first and the second term between the large brackets, (p, - p) and (£ S, -
£S,), together, determine the position of the horizontal line in Figure IV-4".
Therefore, a movement in the horizontal line (and therefore in the horizontal
position of E2) can be caused by two factors. First, a variation in the difference
between the exogenous rates of growth of the knowledge stocks of two
regions. Second, a difference across regions in the spillovers received from all
other regions. For this term, the geographic location of a region is important.
The third term in Equation (IV-5’), (S, - S), determines the shape of the curve
in Figure IV-4.

Figure IV-12

* This is the case because both terms are exogenous to the net spillover function of the two
regions under consideration. Note that (£S5, - £ S,) denotes the spillovers that are received
from all regions except the two for which the gap is determined.
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A brief example can illustrate this. Suppose there are two regions (2 and b) in a
lattice of n regions of which one (region a) has a central position in the lattice
and the other (region b) is located at the border of the lattice. Figure IV-12
gives an illustration of this geographic situation for a lattice with 19 regions.
Suppose the most advanced region (c) is located at the centre of the lattice and
therefore is geographically close to region a (y, = 1) and geographically distant
(.. = 2) from region b. We assume that the geographic location is the only
parameter that differs across regions a and b. In all other respects regions a
and b are completely the same. Now we examine the growth of the
technological gap of each region towards the advanced region by using
Equation (IV-5"):

G S = 2.8,)-(S, -8
- m«p, P+ (XS0 = X Su) =, =57

= aﬁl((pc pb)+():s ;sh)—(s,—s,»

The difference in the gap between the two regions is determined by two
terms. First, (S, -S) differs from (S, -S) as illustrated by the curves in Figure
IV-13. Since region a is located closer to the most advanced region it will
receive more spillovers from region c than region b.

The horizontal line in Figure IV-13 illustrates the second effect. Since region a
is closer to all other regions, due to its central position, it will receive more
spillovers from all other regions in the lattice, compared to region b. In other
words, £S, >ZX S, , indicating that (£S_-XS, )< (XS, -ZX38,). The horizontal
line will be lower for region a. It becomes clear that whereas region a has
many possibilities to catch-up and tend to the stable equilibrium point E1,
region b may fall behind.

(EnSarznstn)
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The situation for region a The situation for region b
Figure IV-13
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IV4  General conclusions

In this chapter technological spillovers are assumed to be generated via two
different factors, which are based on two different concepts of distance. First,
geographical distance relative to another region is an important factor, which
determines the amount of knowledge spillovers. In addition, technological
distance, i.e., the technology gap, plays an important role. This refers to the
degree to which a region is able to assimilate knowledge from other regions,
and is measured by the level of the knowledge stock of one region relative to
the level of the knowledge stock of another region. Related to this concept of
technological distance is the learning capability (3), which denotes the intrinsic
capability of a region to implement knowledge from other regions. This
concept differs from the technology gap in that the learning capability is a
characteristic of a region, whereas the technology gap can differ (and can be
measured at) several moments in time.

The difference in received spillovers between regions is an important
determinant of the size of the equilibrium gap a region has with respect to
another region. From the equation for the two-regional model (Equation IV-5)
it becomes clear that there is another important factor, namely, the differences
in exogenous rates of the growth of the knowledge stock (p) can influence the
gap to which a region tends to stabilise after the transitionairy dynamics are
over (the equilibrium point E1 in Figure IV-4). The exogenous rate of growth
of the knowledge stock can be influenced, among others, by the amount of
expenditures devoted to research and development of a region. For a
backward region to increase the R&D expenditures relative to the other
region, would lead to a shift in the horizontal line of Figure IV-4 and therefore
to a lower gap with respect to the leader region, i.e., catch-up.

Equation IV-5’ for the multi-region model shows that besides the difference in
exogenous rates of growth of the knowledge stock, there is another term,
which has an influence on the height of the horizontal line and therefore the
size of the equilibrium gap. This term is the difference in spillovers each
region receives from all other regions except from the regions under
consideration. Of course the learning capability of each region in the plane has
an influence on these spillovers.

In short, it is concluded that space has an influence on catching up and falling
behind. It becomes clear that since spillovers are assumed to be bilateral,
many interactions across regions occur in each period of time. This makes the
model too complex to analyse mathematically. Using simulations enables us
to analyse the model more in detail. Chapter V will be devoted to this
exercise.
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Furthermore, from the set up of the model is clear that spillovers take the
crucial role in the model. These spillovers take place according several
intuitive rules, like the shorter the distance between two places, the more
spillovers will be transferred and the higher the capability of a region to
implement new technology, the more spillovers will be accommodated. These
simple rules give occasion to an analysis by simulations for several regions on
a plane. These simulations will be described in Chapter V.



vV

Simulation results

Chapter IV modelled technology spillovers across regions while taking into
account geographic proximity and technological distance. This chapter will
analyse the model by use of simulations.

Because spillovers are bilateral, the model in Chapter IV describes many
interactions between regions in each period of time. The non-linearity of the
model potentially leads to a high sensitivity to the initial conditions or
parameter constellations. However, by carrying out many simulations (with
randomised initial conditions or parameter constellations) it is possible to
examine the general behaviour of the model. In fact, when we look at the
general behaviour, we find that certain patterns in the gaps of the knowledge
stocks appear repeatedly.

The chapter follows an organisation in six sections. The first section explains
the geographical spheres that are used for the simulations. Section V.2 focuses
on the measurement of geographical distance in the model. Several alternative
ways of measuring and modelling geographical distance will be discussed.
Next, results will be presented for several experiments in which the initial
conditions and parameters are varied, starting in Section V.3 with variations
in the initial level of the knowledge stock. This is followed by two sections
describing variations in parameters. Section V.4 examines the effect of the
learning capability, whereas Section V.5 focuses on the influence of the
exogenous rate of growth of the knowledge stock. Section V.6 presents a
summary and a conclusion.

67



V.1  Description of the artificial data and the artificial geographical
spheres

The model described in the former chapter is analysed, generating artificial
data and using artificial geographical spheres. Although the model in Chapter
IV fully describes interactions between regions, it does not provide a
description of how regions are located in space. This section explains three
different ways in which this gap will be filled. The three possible spatial
structures considered are a lattice of honeycombs, a column and a globe. The
first of these spheres is two-dimensional. A honeycomb pattern is chosen in
order to provide an equal amount of contingent neighbours for each region,
with each neighbour having an equally long border (this would not be the
case by using a lattice of squares, which would have the additional difficulty
of judging the importance of the different kinds of neighbours - queens,
bishops or rooks™ - by assigning weights to them). Because the lattice is flat
and has a hexagonal shape in itself, there is always exactly one central region.
This region has a favourable location, as will become clear from the
experiments.

Second, the model is simulated using a space in the shape of a column. In the
column the single central region from the lattice is replaced by a belt of
regions around the middle of the column. Finally, a globe is modelled. In the
globe there is no inherently central location.

Both the column and the globe consist of a honeycomb pattern, in the case of
the globe pentagons had to be added (the regions are constructed as the
pattern on a soccer ball, i.e., 12 pentagons and 20 hexagons)”. The lattice of
honeycombs can be considered similar to a country, whereas the globe could
be a model for a world. The column can be seen as an intermediate case, since

* These terms are borrowed from chess. A queen is allowed to move in all directions
indicating that all 8 neighbours of a square are equally important. A lattice with these
characteristics is called a Moore neighbourhood. A bishop is only allowed to move in a
diagonal way, while a rook is only allowed to move horizontally or vertically, meaning that
one might want to assign a different (lower) weight to a neighbours, which do not share a
border but only one point (the bishops-case) than to neighbours, which do share a border
(the rooks-case). When only neighbours of the rook type are considered, the plain is called a
von-Neumann neighbourhood.

* It is impossible to construct a three-dimensional figure by the single use of hexagons.
Hexagons will always produce a flat sphere, since the sum of the angles of three contingent
hexagons is equal to 360 degrees. By adding pentagons the total angle will be less than 360
and thus producing a three-dimensional figure. It would have been possible to construct a
three-dimensional sphere by using pentagons only, however, in that case the total number of
pentagons (regions) used would be twelve. The globe that is used in the simulations consists
of thirty-two planes (regions), which was considered to give more interesting interactions
than a sphere containing only twelve planes.
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it replaces the one central region of the lattice by a belt of centrally located
regions, whereas on the globe every region is centrally located. Appendix V.B
shows the three spaces considered.

Geographic distance in the artificial geographical spheres is measured by
assigning a weight of 1 to neighbouring regions (in the sense that two regions
share one border). Regions which do not share a border with a specific region
are given a weight by using the concept of nearest neighbours, which means
that a different (lower) weight is attributed to a second order neighbour. A
second order neighbour does not share a border with a specific region, but
does share a border with a neighbour of the specific region. It is very
important to notice that no evaluation of relative importance of the connection
between regions, based on ex ante known information (for example the
presence of roads and railways) is taken into account. Only geographical
distances are reflected. In this way the distance ¥, is determined for every
region towards every other region. Now, it is possible to construct a region-
by-region matrix of shortest paths. Then, the corresponding weights are
determined using the inverse of the orders (inverse shortest path, Hagett, Cliff
and Frey, 1977). Note that this way of measuring geographical distance is a
special case of 1/(y,) in which x is equal to 1. In the specification of the
spillover function (Equation (IV-3) of the model in Chapter IV) x was set equal
to 1, assuming a simple inverse relationship between geographical distance
and knowledge spillovers.

V.2 Varying the impact of geographical distance

With respect to the resulting pattern of the gaps towards the leader region (for
a lattice of honeycombs), the inverse order method leads to a pattern as
displayed in Figure V-1. The numbers within each cell refer to the size of the
technology gap a region has towards the leader region. Darker patterns
correspond to smaller gaps. In the next section, we will come back to this
pattern. Note that initial knowledge stocks and parameter values are identical
across regions .

Knowledge spills over to a region more easily when the distance towards a
knowledge intensive region is small. Since region 1 has the most favourable
location, it will end up being the leader (all other things equal).

* The initial values of the data are described in Appendix V.A.
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Figure V-1

We can add more importance to the geographic distance by increasing the
value of x in the relation 1/ ('f”‘)”. Figure V-2 shows the results for the lattice of
honeycombs. The horizontal axis displays the power x. The vertical axis
shows the coefficient of variation across the gaps towards the leader at the
end of the run. By increasing the influence of geographic distance (x), it is
expected that more polarisation occurs, and therefore the coefficient of
variation goes up. However, Figure V-2 shows that over the range x = 3 to 5,
initially the coefficient of variation decreases. An explanation for this is that
the two components of the coefficient of variation (the coefficient of variation
of the gaps is the ratio between the standard deviation over the gaps toward
the leader and the average gap) react in different ways to an increase in the
power X. As x is increased from the standard situation x = 1 to x = 2, both the
standard deviation and the average increase (the standard deviation increases
more than proportional to the average), causing the coefficient of variation to
rise as well. From x = 2 to x = 4 the standard deviation and the average
continue to rise, although the average increases more than proportional than
the standard deviation, causing the coefficient of variation to decrease in
value. From x = 5 onwards the average and standard deviation decrease (the
average more than the standard deviation), thus the coefficient of variation
increases again.

For the lattice of honeycombs, an increase in the power x (geographical
distance becomes more important as a factor determining the spillovers across
regions) quite quickly (after x = 5) leads to higher disparity across the gaps in

" One has to keep in mind that all matrices of weights are scaled to 1000 (£Xy, = 1000),
therefore making it possible to compare the results across methods and across spheres.
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the regions, indicating a higher degree of polarisation. The curve flattens at
values of x close to 30, pointing out that a further increase in x will cause less
polarisation.

The column shows different results. Where the coefficient of variation for the
lattice seems to stabilise at a certain level when x is increased, the coefficient
of variation for the column increases exponentially after an initial decrease
(Figure V-3), indicating that there seems to be no bound to the growth of
polarisation as a function of x. Note, however, that the increase in polarisation
may eventually level off for even higher values of x. No experiments to
investigate this were conducted.

The globe shows results that are even more interesting. Since the globe
consists of relatively many regions compared to the lattice and the column, we
only succeeded in taking x up to 3. However, the coefficient of variation is the
same for every value of x, {xe R|[1<x<3)}. Thus, for the globe an increase in

importance of the geographical distance in determining the spillovers across
regions does not have an impact on the dispersion of the gaps. This
observation follows from the specific characteristics of the globe, on which
each region can be regarded as being centrally located, i.e., the distance from
each region to all others is identical. Therefore, an increase in importance of
geographical distance will have an identical impact on all regions.
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V.3  Variations in the initial stock of knowledge

This section addresses the question whether there is path dependence, in the
sense that the resulting gaps at the end of the simulation period (here 10000
time intervals are used) depend on the variation in the initial knowledge
stock. To examine this possibility we let the initial knowledge stock of each
region vary across runs. All simulations use a Pascal computer program that
implements a Runge-Kutta algorithm to numerically solve the differential
equations for the technology gap.

V.3.a Lattice of honeycombs

By carrying out many simulations (with randomised initial values for the
knowledge stock across regions), it is possible to examine the general
behaviour of the model. We find that certain patterns in the gaps of the
knowledge stocks appear repeatedly.

Figure V-4 displays the results based on a lattice of honeycombs. The x-axis
represents the coefficient of variation of the knowledge stock at the start of the
simulation. The vertical axis represents the coefficient of variation across
regions at period 10000.
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It appears from the figure that there exists a distribution in five groups. Most
prominent are simulations in which the final coefficient of variation has a
value around 0.6, simulations in which the final coefficient of variation is
about 2.8 and simulations in which the final coefficient of variation is about
3.9. The number of groups that exists decreases when the initial disparity
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across regions decreases. When the coefficient of variation at the start of the
simulation has a value of 0.2 or lower only two groups exist. For an initial
disparity of 0.04 (or lower) only one group prevails.

How do these different groupings come about? To answer this question, we
have to keep in mind that a higher coefficient of variation indicates a larger
dispersion between the gaps towards the leader. A coefficient of variation
around 2.8 at the end of the simulation indicates that two regions have fallen
behind, i.e., display a very large gap towards the leader. A final coefficient of
variation around 3.9 indicates that only one region has fallen behind.

It is notable that all simulations that were performed with an initial coefficient
of variation of 0.04 or lower display the same coefficient of variation in the
final period, indicating that the same pattern in the gaps occurred in every
simulation run after a certain time. In every simulation run, the same leader
prevailed and every other region in the lattice had the same gap towards the
leader. These gaps are displayed in Figure V-5. This figure clearly indicates
the influence of the geographical distance. The central region has the most
favourable position and therefore always prevails as the leader region. The
regions located in the first ring around the middle display the lowest gap
towards the leader. In the second ring, there is a difference in ‘locational
advantage’. The regions that have ‘a full’ honeycomb between the central
region and themselves have the largest gap towards the leader. When a
straight line is drawn between the central point of such a region and the
central point of the centre region, this has the largest length possible in this
pattern. A more favourable position have those second ring regions which are
located in a way that a straight line drawn between their central point and the
centre region is relatively short. They are more closely located to the central
region and therefore, on average, get more spillovers than their neighbours on
the second ring. The coefficient of variation for this pattern of dispersion is
equal to 0.577.

Figure V-4 shows also that a high initial dispersion across regions in their
knowledge stock induces a wide variety in resulting coefficients of variation
at the end of the simulation. Identical (large) initial coefficients of variation
may lead to different degrees of disparity across runs in the final period. In
other words, the initial dispersion cannot exactly determine the distribution of
gaps within a single simulation, but it has an influence on the variation in the
final coefficient of variation across simulations. Figure V-4 shows clearly that
if the initial coefficient of variation is low, the variety in resulting final
coefficients of variation has decreased as well. Thus, there seems to be some
path dependence (at large initial dispersion).
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Figure V-5

Why is the model so sensitive to the initial dispersion across regions with
respect to their knowledge stock? After the random distribution of knowledge
stocks at t=0, the model generates spillovers for every region. With a higher
initial dispersion of the knowledge stocks, the probability on a large (initial)
gap for one (or more) of the regions is higher. In the case of an initial high gap,
the laggard region will barely receive spillovers from the leading region and is
likely to fall behind instead of catch up. This implies that the final coefficient
of variation for this simulation is quite high. When the initial dispersion
across regions is low enough (say 0.04), a lagging region will be able to
overcome its technology gap by receiving enough spillovers to prevent falling
behind. Thus, for several values of the initial coefficient of variation, no region
will fall behind and the gaps at period 10000 will show the pattern as
displayed in Figure V-5.

Table V-1

Range out of which the initial knowledge stock Percentage of runs that show behind falling
of each region is taken (at random) regions (out of 50 runs)

Range 1-2 0%

Range 0.5-2 0%

Range 0.1 -2 16%

Range 0.01 -2 68%

Range 0 -2 74%

Table V-1 confirms this argumentation. In the present experiment, the
knowledge stock for each individual region is drawn from a uniform
distribution, from which the lower boundary is shifted upwards, while the
upper boundary remains constant. Table V-1 displays in the first column the
boundaries of the uniform distribution. This gives an indication of the
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variation in the initial knowledge stock across regions. The second column
displays the percentage of runs in the range containing regions that fell
behind. This table points to the conclusion that the number of runs in which
falling behind occurs increases as the initial range is increased and there is a
higher probability of a large variation in the initial knowledge stocks.

Figure V-6 shows how this happens. The curve in Figure V-6 displays the net
spillover function between two regions, the leader region versus another one
(the geographical distance between the two regions is equal to three in this
figure). A small variety in initial knowledge stocks implies that all regions
start from a position in range A or B (the catch up area, the region will
undergo dynamic forces that move it along the curve towards equilibrium E,),
but never C (the falling behind area, dynamic forces will cause the gap
towards the leader to increase). At a high initial disparity across regions, the
chance is enlarged that regions will start at a position located in C. Therefore
some regions will fall behind and ‘disturb’ the pattern in Figure V-5.

Of course there are other factors that determine the location of equilibrium
point E2, which is the border between catching-up and falling behind.
Equation 5’ in Chapter IV showed that the terms (p, - p) and (£S, - £S,),
together, determine the position of the horizontal line in Figure V-6.
Therefore, a movement in the horizontal line (and therefore in the horizontal
position of E2) can be caused by two factors, first a variation in the difference
between the exogenous rates of growth of the knowledge stocks of two
regions. In the experiment we consider in this section, this factor is equal to
zero, since we assume that the rate of exogenous growth of the knowledge
stock is equal across regions. Second, a difference across regions in the
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spillovers received from all other regions. For this term, the favourability of
the geographic location of a region is crucial, as was confirmed by Figure V-5.

V.3.b A column

In the previous section, the regions located in the centre or in the ring around
the centre had a locational advantage with respect to receiving knowledge
spillovers. This is partly reproduced in the present set of simulations, which
use a column as the spatial structure.

Figure V-7 corresponds to V-5. It displays the case for which no falling behind
takes place. The regions located in the middle band of the column have the
most favourable position with respect to receiving spillovers from
neighbouring regions, because they have more neighbours with a low order
than the regions on the edge of the column. As said before, the more
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neighbours a region has with a relative low order, the more potential
spillovers it will receive.

Figure V-8 shows the sensitivity of this sphere to variations in the initial
knowledge stocks across regions. Again, the disparity at the start of the
simulation is plotted against the disparity at the end of the simulation. Six
groupings are visible, at different values on the vertical axis from the ones in
the lattice. This is due to the fact that the dynamics of this sphere lead to a
different final outcome of the model, namely the one presented in Figure V-7
(e.g. three leaders instead of one in the case of the lattice). The disparity of the
gaps across regions as displayed by Figure V-7 becomes unique when at the
start of the simulation there is little disparity across knowledge stocks, i.e., the
initial coefficient of variation has a value of 0.1 or lower. This is the case at the
utmost left of Figure V-8.

V.3.c A globe

For the final experiment in this set, the regions are located on a globe. In this
sphere, all hexagon shaped regions have an equal potential for receiving
knowledge spillovers. The same holds for all pentagon-shaped regions.
However, a hexagon-shaped region has a small advantage over a pentagon-
shaped region with respect to receiving knowledge spillovers, since the
honeycomb-shape provides a region with six instead of five direct neighbours
and thus probably more spillovers.

Similar to the experiments carried out with the lattice and the column, several
simulations based on this sphere were performed. One single pattern of gaps
toward the leader occurred at low initial disparity of the knowledge stocks.
This pattern is displayed in Figure V-9. In this pattern, every hexagon-shaped
region became a leader eventually, and every pentagon-shaped region
developed a gap towards the leader of size 0.01248. This result indicates that
hexagon-shaped regions indeed have a small locational advantage compared
to pentagon-shaped regions, with respect to receiving knowledge spillovers.

Figure V-9
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Figure V-10 gives an illustration of the average coefficient of variation over
the gaps towards the leader in period 10000 in every run. The figure shows
that when the initial disparity increases from 0 to about 0.6, the number of
different groupings increases, until there are six different groupings at an
initial coefficient of variation of 0.6. Each of these six different groupings

corresponds to a unique number of regions that fell behind during the
simulation run. This is illustrated by Figure V-11.

Figure V-10 points out that at a large initial disparity across regions several
situations occur, in the most extreme case, five regions fall behind. As the
initial disparity decreases, the emphasis shifts to situations in which little
regions fall behind. Finally, (coefficient of variation is equal to about 0.1) the
model arrives in a situation that no regions fall behind and the dispersion of
the gaps displays the pattern shown in Figure V-9 at period 10000.
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V.3.d Summary and conclusion

In this section, the disparity across the knowledge stock of each region at the
start of the simulation was plotted against the disparity in knowledge stocks
resulting at the end of the simulation. It was shown that the resulting
disparity in gaps across runs is sensitive to the initial disparity across
knowledge stocks. For each sphere, there is a certain interval in which no
falling behind of regions will occur. When there is no falling behind, the
influence of geographic distance on the model becomes clearest. The lattice
shows the typical resulting pattern with the centrally located region being the
leader. The geographical distance towards the central region determines the
gap of all other regions. The column is characterised by a belt of leaders. The
globe has many leaders, since all hexagon-shaped regions have the same
favourable geographic location for receiving spillovers from other regions.

Thus, if there is no falling behind, each run in each geographical sphere locks
in to a certain chain of events, which in the end will lead to a pattern of gaps
that is solely determined by geographical distances. Falling behind may
‘disturb’ this pattern, and lead to higher disparity.

V.4  Variations in the learning capability

In this set of experiments a randomly generated learning capability (6) is
assigned to each region. The value for 8 is drawn from a uniform distribution
for which the upper boundary and lower boundary are determined by
calibration (Table V-2). Several sets of 50 runs with different ranges were
generated . Table V-2 gives some statistical information on the results.

Table V-2: Average, standard deviation and coefficient of variation of the gap over all
regions (50 runs)

Oto2 Otol0 0 to50 1tol0 1to2 2to 3 40 to 41

Average _ 1.562 1.562 1.562 1.901 0.543 0.543 0.580
Standard deviation 0.435 0.435 0.435 0.578 0.088 0.078 0.016
Coefficient of 0.278 0.278 0.278 0.304 0.161 0.144 0.028
Variation

A number of conclusions can be drawn from this table. First, we observe that
the range in which the learning capability is allowed to vary should be small
in order to have a low coefficient of variation. Second, the interval should be
small relative to the level of the learning capability. If the interval 1 to 2 is

* The calibration shown applies to the lattice of honeycombs. Calibrations for the other
spheres indicated that the choice of a different sphere does influence the calibration.
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compared with 2 to 3 and 40 to 41, it can be seen that the coefficient of
variation decreases over these intervals.

This is quite intuitive, since a relatively large difference in learning
capabilities means that regions cannot implement the knowledge spilled over
from other regions. This is illustrated in Figure IV-7, in which a relatively
large difference in learning capabilities among two regions causes a skewness
of the spillover curve, so that it becomes very difficult for the backward region
to catch up.

The sensitivity to the lower boundary for the lattice is shown in Figure V-12.
In this figure the value for & is drawn from a uniform distribution with upper
boundary 2, and lower boundary varying from 1.8 until 2, taking steps of 0.01.
The lower boundary is displayed on the horizontal axis. On the vertical axis,
the coefficient of variation of the resulting technology gaps over all regions
(after 10000 simulated time periods) is shown. The shades in the figure
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corresponding to a frequency of 50 (i.e., all runs). White shades indicate very
low (sometimes zero) frequencies.

It has to be noted that in none of these ranges falling behind occurs, i.e., an
equilibrium value of the gap always exists. Recall that the higher & for a
region, the more it is capable to implement the knowledge that spills over
from other regions. Regions with a high learning capability make more
effective use of the knowledge they receive.

For the column (Figure V-13) and the globe (Figure V-14) the same analysis is
done. A number of striking features emerges from these three figures. The
coefficient of variation for the lattice is comet-shaped. The trail of ‘the comet’
(the dark spot at the right of the figures) disperses equally to all directions as
the lower boundary is decreased. The coefficient of variation for the column
does the same, but exclusively in a downward direction. The globe does not
show such a clear fan-shape. In this case, there is only little dispersion on the
left-hand side of the curve, but the coefficient of variation across the ranges
shows the same downward sloping trend (from right to left) as the column.

This last result is counterintuitive. A higher diversity across regions (in terms
of the initial learning capability) causes lower levels of disparity in the
resulting gaps at the end of the simulation, whereas less initial diversity leads
to more disparity in knowledge stocks.

What causes the dispersion in the trail of ‘the comet’ in the figures for the
lattice and the column? When the range is limited to only one value (in this
case 2), the only factor that has an influence on the difference between regions
is the geographical distance. As was seen before, distance is a polarising factor
and leads to a distribution of gaps for the lattice as displayed in Figure V-5
and a distribution of gaps for the column as displayed in Figure V-7. When
the range is broadened, a second polarising factor executes an influence on the
regions, namely the learning capability. These two polarising factors
counteract. A region with an unfavourable geographical location may
(randomly) obtain a high learning capability, while the centrally located
region may (randomly) obtain a low learning capability. This leads to lower
levels of disparity within one run, but also leads to more disparity across the
runs. Since there is more opportunity for the learning capability as a second
polarising factor with larger ranges (at the left end of the figure), the outcomes
- in terms of coefficient of variation across the gaps - of different runs become
more distinct, causing the fan-shape in the lattice and the column.

This does not yet explain why the figures for the column (V-13) and globe (V-

14) show an upward slope, and the lattice does not. The difference between
the spheres lies mainly in the fact that the column and globe have three or
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more regions that will become leader in the end (if only geographic forces are
considered). In addition to these leaders, there are a number of regions, which
display a very small gap towards the leaders. For the lattice there is only one
region which becomes a leader. The six first ring regions have a gap that is
relatively large.

This means that in the case of a globe or column, there are more than one
‘neighbourhoods’, with ‘local” leaders. When such a ‘local” leader is affected
by a low learning capability (which is more likely for larger ranges of this
parameter), this not only affects the local leader, but indeed the whole
neighbourhood. This causes an overall lower coefficient of variation. On the
other hand, a lower coefficient of variation could be the result of higher
learning capabilities for the peripheral regions. However, the chance that all
(or at least a large part of the) peripheral regions (randomly) obtain(s) a higher
learning capability than the potential local leaders is limited. The impact of
differences in learning capability grows disproportionally with the range,
causing the upward sloping pattern in Figures V-13 and V-14. Since the globe
has more potential local leaders than the column (20 versus 3), the chance is
higher in case of the globe that a local leader (randomly) obtains a low
learning capability. Therefore, Figure V-14 displays a higher upward slope
than Figure V-13.

What is also peculiar in Figure V-14 is the typical curve the coefficient of
variation displays when the lower boundary is decreased. From 1.9
downwards there seems to be a horizontal trend. This can be explained as
follows. At the left-hand side of the figure, the randomness in the parameter
apparently has a level that additional randomness does not increase the
chance that an additional potential local leader obtains a relatively low
learning capability. Therefore, the number of potential local leaders does not
decrease any further at larger parameter ranges, resulting in a horizontal part
in the figure.

The conclusion that can be drawn from these figures (V-13 and V-14) is an
extraordinary one. Contrary to what is generally assumed, it is found that
when differences in learning capabilities increase across regions, the disparity
between them decreases. This is a direct effect from the inclusion of
geographical distance in the model. Thus, the results show that leaving out
distance from a model of technology gaps may indeed lead to rather special
results.
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V.5  Variations in the exogenous rate of growth of the knowledge stock

In the following set of experiments the exogenous rate of growth of the
knowledge stock is randomly chosen from different ranges, while the initial
knowledge stocks (as well as other parameters) of the regions are equal.
Compared to the first set of experiments, in which the knowledge stock was
initially random, this set behaves a little differently. In general, it does matter
for final leadership whether a region has an initial advantage. The region
which becomes a leader early on will, in most of the cases, remain in this
position.
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Two determinants of leadership in the first stages of the simulation occur. On
the one hand, the initial exogenous rate of growth of the knowledge stock is a
very important influence in determining the leader in the first periods of
simulation. However, the geographical distance to centrally located regions
has not to be taken for granted, since geographic forces rule the amount of
spillovers received by all regions. In general, the region that has the highest p
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of all centrally located first order regions (which receive many spillovers due
to their geographic location) will most likely become a leader.

This can be explained by looking again at Equation (IV-5) in Section IV.3. The
term (p, - p) together with the term (£ S, - Z S ), determine the position of the
horizontal line in Figure V-6. In the foregoing experiments the term (p, - p)
was equal to zero, in this experiment p is randomly chosen out of different
ranges. It can easily be understood that if the difference between the
exogenous rates of growth of the knowledge stock across regions is small, the
horizontal line in Figure V-6 will be located close to the x-axis. This implies
that the horizontal line and the S-S, curve intersect at the two equilibrium
points of which the right one has a position relatively far to the right of the top
of the spillover curve. Therefore, regions can catch-up even at a large initial
gap towards the leader. A small difference between the exogenous rates of
growth of the knowledge stock in the lattice therefore implies a high chance
on a distribution of gaps as displayed in Figure V-5 (in which all regions
catch-up). However, if every region is able to catch-up, that does not
necessarily mean that the pattern of Figure V-5 comes up. It is very well
possible in this experiment that another region than the central region will
end up with final leadership, and all other regions will catch-up to their stable
equilibrium gap towards this leader region.

In order to see in which way the model is sensitive to changes in the range out
of which the exogenous rate of growth was chosen at random, several sets of
50 runs were carried out each with a different range. Figure V-15 shows the
results for the lattice when the lower boundary of the range is increased from
1.8 to 2 with steps of 0.01. The upper boundary is held constant at 2. The
vertical axis shows the coefficient of variation over the last period in every
run. This figure illustrates that only for a very small interval all 50
observations show nearly the same coefficient of variation.

The coefficient of variation displays a fan-shape (identical to the experiment
with the learning capability). All coefficients of variation tend to one value as
the gap between lower and upper boundary decreases. The explanation is the
same as in the experiment with the learning capability. Increasing the
difference in exogenous rates of growth of the knowledge stock introduces a
second polarising factor, next to the geographic distance. The two polarising
factors counteract, thereby causing a larger equality across gaps within one
run and a larger disparity across coefficients of variation across several (50)
runs.

For the column, the sensitivity to the lower boundary of the interval is given
in V-16. Contrary to the lattice this sphere seems to generate mostly

coefficients of variation which are smaller than the one in which three leaders
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appear (the dark spot at the right of the figure)”. Again a fan-shape appears.
The explanation for these features is the same as for the case in which the
learning capability was varied across ranges. The fan-shape is generated by
the growing inequality in the coefficient of variation across runs, as the
difference in learning capabilities across regions counteracts the difference in
geographic location (from right to left). The line is upward sloping because
within each run the disparity across gaps increases, as the range is decreased,
due to the characteristics of the column.

The figure for the globe (V-17) shows a curve that is upward sloping and
shows less of a fan-shape. There is only little dispersion at the left-hand side of
the curve. Contrary to the former experiment with the learning capability, this
curve does not yet show a horizontal part when the gap between lower and
upper boundary is large. However, we see that the lowest observation has a
coefficient of variation of about 0.6 at a lower boundary of 1.4. If the lower
boundary would further be decreased, the figure would start to show a
horizontal trend.

The general conclusion from this section follows the same directions as the
former section in which the learning capability of each region was varied. The
patterns in this section show similar trends, although there are a few
differences. The graph for the column, under a variation of the exogenous rate
of growth, shows the same fan shape, but the upward trend is much less steep
than under a variation in the learning capability in the former section. This
indicates that a variation in the learning capability has a stronger
counteracting effect (to geographical distance) than a variation in the
exogenous rate of growth of the knowledge stock. If the range in which a
parameter can vary is small, larger differences occur across runs in the case of
the learning capability compared to the exogenous rate of growth of the
knowledge stock.

Virtually the same holds for the globe. The effect of the learning capability on
overall disparity is larger than in the experiment in which the exogenous rate
of growth of the knowledge stock was varied in the same range.

Y Figure V-7 shows the distribution of the gaps across regions as occurs at the utter right of
the figure.
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V.6 Summary and conclusions

This chapter presented the simulation results for the spillover model as
discussed in Chapter IV. From the simulations executed until now, we can
draw several conclusions. Certain structures appear when different kinds of
simulations are compared. Table V-3 allocates the findings into four groups
that show similar characteristics.

Table V-3: Summary of the results

Lattice Column Globe
Variations in the initial knowledge stock A
Variations in the learning capability B C D
Variations in the exogenous rate of growth of the
knowledge stock

The cases A show that if initial differences in knowledge stocks across regions
are small enough, no falling behind occurs. The system locks in to an
evolution of events, which leads to an equilibrium state in which geographical
proximity is the only determinant of the size of the gaps of the regions.

B, C and D show cases in which parameter changes have an effect on
disparity. We can discriminate the results according to geographic sphere. The
lattice generates the following characteristics of the results. The more
differences there are across regions with regard to learning capability and
exogenous rate of growth of the knowledge stock, the larger is the variation in
resulting gaps. The runs can show both higher and lower disparity than the
‘perfect’ distribution of gaps as regions initially have more differences.

We see a clear difference of the situation under B with the situation under C,
in which the column is concerned. In C, the case in which all regions are equal
to each other generates the highest disparity. As soon as regions show
differences with respect to the learning capability or the exogenous rate of
growth, the disparity becomes less. In this case, there are no runs that have a
larger coefficient of variation than the equilibrium distribution of case A.

The globe (D) has a slightly different effect of the change in parameters. The
disparity decreases as regions show larger differences with respect to the
value of their parameter. In this respect, these results are similar to the ones
for the column. However, if a certain minimum level of disparity is reached,
the disparity will not decrease any further. Larger initial differences in
parameters will induce results which have a similar coefficient of variation.

Thus, varying a level variable as the initial knowledge stock has a different
kind of effect than varying a parameter (which influences the growth rates).
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The first one causes geographic proximity to become the main influence as
regions become more equal, whereas the latter shows that there are two
counteracting forces at work. Increasing differences in the learning capability
and the exogenous rate of growth of the knowledge stock are in themselves
polarising factors. Combined with geographic forces, however, they lead to
less disparity across regions.

From a policy perspective, the learning capability of a region can be
influenced by actively trying to enhance the knowledge infrastructure of a
region. Stimulating co-operation between firms and research organisations
and ameliorating the educational structure are measures that have this effect.
However, from this study it appears that the existence of differences across
regions may not be as ‘bad’ as is generally believed. The mere existence of
differences in learning capabilities across regions may cause disparity
between regions to be relatively small.

With respect to the exogenous rate of growth of the knowledge stock of a
region, this could be enhanced by stimulation of the R&D activities in a
region. In fact, there are several policy measures that aim at stimulating
(private) R&D. Again, the present model points out that small differences
across regions in their exogenous rate of growth of the knowledge stock may
lead to relatively large differences across regions with respect to gaps in the
knowledge stock.
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APPENDIX V.A

Default levels of the variables and values of the parameters:

10000 (Number of periods, t)

10 (Knowledge stock, K)

1 (Exogenous rate of growth of the knowledge stock, p)
1 (Learning Capability 8)

1 (Catch-up parameter, p)

0.005 (V)]

0.005 (o)

1 (Verdoorn parameter, 4)

Y (geographical distance) is constructed with the help of three different types of distance
tables, one for each sphere.



APPENDIX V.B

Figure V.B-1: Lattice of honeycombs Figure V.B-1: A column

Figure V.B-1 displays the topography of the regions on a lattice of honeycombs. The number
within each hexagon was used to establish the geographical distances between all hexagons.
Figure V.B-2 displays the column. Region 1 borders to regions 4, 5 and 2 as well as 18 and
19, region 2 to regions 1, 5, 6 and 3 as well as 19 and 20, and region 3 has next to region 2, 6
and 7 also regions 20 and 21 as its direct neighbours. Thus if one would walk from region 20
to the right, one would reappear at the left of the figure in region 2 or 3.

The figure below (Figure V.B-3) represents a globe with 12 pentagons and 20 hexagons. For
the graphical representation, we used the same principle that was applied in making a map
of the world. Hence, the regions close to the poles look larger as they actually are, while the
regions around the equator show their true proportions. At the bottom and at the top are
regions 29 and 9. These are pentagons, for example region 9 borders to five regions, namely
3,2 8, 10 and 11. Region 29 and 9 are in reality as large as region 1. The graphic
representation of a globe has also as a consequence that for example region 3 seems to differ
in size from region 6. Again, this is not the case in reality, region 3 is an ordinary hexagon.

Figure V.B-3: A globe
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The same goes for all the other regions bordering 9 or 29. It should also be noted that region
11 borders not only to regions 9, 10, 24, 25 and 12, but also to region 3. In this way, region 12
also borders to regions 3 and 4, region 13 has regions 4 and 14 as direct neighbours as well,
whereas region 28 also shares a border with regions 14 and 15.



VI

Modelling technology spillovers, introducing countries

The model that will be presented in this chapter can be viewed as an
elaboration of the model in the previous chapter. In the former model regions
were assumed to coexist in a world without national borders. A complete
unification of the involved economies prevailed. In fact, no distinction was
made between countries. The model in this chapter gives a more adequate
representation of reality, in that it distinguishes between countries by
introducing (among others) an exchange rate system. A labour market and
capital accumulation are also added in this extended version of the model.

These changes make it possible to focus on the economic relations between
countries in addition to interregional knowledge spillovers. Only the latter
aspect was the focus of the previous chapter. This elaboration also allows us
to explore the influence of economic integration on the distribution of
knowledge and growth across regions.

The main economic content will be taken from the Goodwin model, as
described briefly in Chapter IIl. Section VL1 discusses arguments for the
introduction of countries into the model. This section is followed by a
description of the extended model (V1.2.a) and the verification of this model
(VI.2.b). Section V1.3 is directed to the simulation results. The first part of this
section (VI.3.a) focuses on the introduction of a monetary union®, while the

¥ The terms ‘monetary union’ and ‘system of fixed exchange rates’ will be used
interchangeably, since in terms of the model a system of fixed exchange rates is identical to a
monetary union. Both refer to a situation in which each currency can be denominated in the
currency of another country against a fixed rate.
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second part (V1.3.b) deals with barriers to knowledge spillovers. Section V1.4
concludes and summarises the main findings of this chapter.

VI.1  Why introducing countries

In what respect does the introduction of countries enrich the model? By
abstracting from countries, the model in the former chapter refrained from
barriers to trade and barriers to knowledge spillovers. These barriers can have
an important influence on the distribution of growth across regions. First,
trade can have an influence on growth, by enhancing specialisation and thus
enabling increasing returns to scale. Various trade-growth models explore this
relation (Grossman and Helpman, 1990). Second, international specialisation
may have an impact on the amount of spillovers that take place within a
country relative to the amount between countries. Thus, barriers to trade and
to knowledge spillovers may well have an influence on the distribution of
gaps throughout all regions.

Traditional trade theory explains differences in production structures mainly
through differences in underlying characteristics (endowments or
technologies). In the Heckscher-Olin explanation of international trade, trade
is driven by comparative advantage based on factor endowment differences.
In the classical Ricardian theory, industry-wide differences in technology
endorse trade (Flam, 1992). New trade theory explains differences in
production structures through differences in underlying characteristics as
well, but focuses on increasing returns to scale and allows imperfect
competition and, moreover, countries are assumed to specialise in industries
where they have economies of scale”. Consequently, geographic concentration
of production will occur. Economies of scale are essential for explaining the
uneven geographical distribution of economic activity. Economic integration
leads to larger markets and therefore to economies of scale. This results in
specialisation and polarisation of economic activity (Ottaviano and Puga,
1997).

Within the broad stream of new trade-growth models, three currents can be
distinguished (Dowrick, 1997): neo-Smithian models emphasising that trade
enables specialisation which - through learning by doing - yields increased
productivity. Every activity in which a country is specialised has the same

* This is true for models that are constructed along the lines of the Marshallian approach. It
is assumed that industry-specific externalities (Marshallian externalities) exist. The
Chamberlinian approach, on the other hand, assumes product differentiation. In this
approach countries specialize in different versions of the same product. In this section we
limit the overview to models that contain Marshallian externalities.
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possibilities for growth. Only the geographic distribution of growth per sector
is influenced by trade. The gains from trade liberalisation are spread evenly in
this theory. Neo-Ricardian models focus on specialisation in particular
activities, induced by comparative advantage. Countries will specialise in
certain activities according to their comparative advantage. However,
activities can have different growth rates. Therefore, countries will grow faster
if the activities in which they are specialised are characterised by higher rates
of productivity. Again, the geographic distribution of growth differs per
sector, but this theory goes even further: a disparity in overall growth can
emerge because different sectors have different rates of productivity.
Economic integration could have the consequence that some countries end up
having low growth, because their comparative advantage lies in low growth
activities. Finally, neo-Millian theories emphasise the role of trade as a
channel for international diffusion of ideas and technology. Imitation, reverse
engineering and direct exchange of ideas between buyers and sellers — all
inherent to trade - causes an effective distribution of knowledge throughout
the world. International trade enhances knowledge spillovers across country-
borders. Trade-liberalisation would therefore increase output for all
economies involved.

Quantitative studies along these lines have focused on samples of countries
throughout the world (not specific EU) and have indicated a positive
relationship between trade liberalisation and growth. The results suggest that,
gains of the order of 0.5 percentage points per year (in terms of growth rates)
might be expected (Dowrick, 1997).

To be able to study these influences, the situation under barriers to trade and
knowledge spillovers has to be compared to a situation in which these barriers
are released. In other words, comparing a situation before and after economic
integration will make it possible to explore the effects of trade barriers on the
distribution of growth. Pelkmans (1997, p.2) defines economic integration as:
“the elimination of economic frontiers between two or more economies. In
turn, an economic frontier is any demarcation over which actual and potential
mobilities of goods, services and production factors, as well as communication
flows, are relatively low”. Economic frontiers can have different forms.
Balassa (1975) describes the different stages of economic integration. In each of
these stages one sort of economic frontier is released. At first tariffs and
quotas are removed. One of the final stages of integration is the introduction
of a monetary union (pegging the exchange rates).

It is difficult to make a clear-cut distinction between barriers to trade and
barriers to knowledge spillovers. International barriers to trade come in
various formats. Exchange rate volatility (Section VI.3.a), quota’s, tariffs and a
political unstable situation all form a barrier to international trade. Under the
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(Millian) assumption that trade in goods is accompanied by diffusion of
knowledge (every product contains information about for instance its
construction that can be deduced by reverse engineering) a barrier to cross
country trade can limit the knowledge spillovers in these directions. However,
trade is one (indirect) way in which knowledge is diffused.

In this chapter, the focus will lie on removing trade barriers by introducing a
monetary union. The model developed in this chapter will take into account
increasing returns, through the Verdoorn effect. Specialisation will not be
endeepened as a source of disparity across regions, since only one sector will
be introduced. Although the focus will lie on the effect of (releasing the)
barriers to trade, one section will be devoted to barriers to knowledge
spillovers.

VI.2  Description of the model
VI.2.a Extension of the model

This section will concentrate on the extension of the model compared to the
model presented in the former chapters. The economy consists of a number of
countries (denoted by j = 1.m), each of which contains several regions
(denoted by i = 1..n). Only one good is produced (specialisation is ruled out).
Demand for the good is assumed to be determined by the number of people
(denoted by N), labour productivity (defined by a = Q/L, in which Q denotes
production and L denotes the number people who have a job) and the world
price in terms of the home currency (eP, e denotes the exchange rate and P the
world price) for the good. Increasing labour productivity is assumed to have a
positive influence on demand, since it gives an indication of a relative high
general level of development of the economy”. The demand function is given
by the following equation:
_d;Nja;
P e P

(VI-1)

in which d is a parameter.

Supply is assumed to be inelastic in the short run, so that it can be set equal to
productive capacity (Q). Capital is homogenous. Assuming a fixed coefficients
production technology, labour demand is simply a function of the capital

* Of course, it should be noted that this holds only for a certain group of goods, namely
goods that satisfy the non-primary needs (normal goods). For instance, people will always
need food, independent of the development of the economy.
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stock in the sector. We assume one world price for the good, which can be
found by confronting world demand with world supply:

di N,
Zz_l_ﬂl ZZI‘U Nt) aij »

j=1 i=l Jel i=l
(VI-2)
where the share of total population employed in region i of country j is
defined as I, = L/N, (L is labour demand, equal to C/(ac), where C is the
capital stock, and the capital output ratio ¢ = C/Q is assumed to be a fixed
parameter). When (initial) levels for C, N, a and ¢ are given, this equation can
be solved for the world price P as follows:

m

—~dy Ny
P= g:‘; €

2L

j=l i=l
(VI-3)
The growth of labour productivity is assumed to be proportional to the
growth of the knowledge stock:

a;= g IE' i’

(VI-4)
in which £ is a parameter which is set equal to one in the following
experiments. The spillover system, which determines the knowledge stock of
each region at each moment in time, is unaltered compared to the model in
the former chapter.

Next, we define capital accumulation. The ‘real’ profit rate (profits as a share
of the capital stock) is defined as follows:

_ & PQi-wiLy 1 ] Wi
L e, Pcy ¢ -a,}ejP 3

(VI-5)

where w is the nominal wage rate (measured in domestic currency). We

assume that all profits are reinvested in capital in the same region, and that

the price for capital equipment is equal to the world price of output. Thus, the

growth rate of the capital stocks can be written as:
C = Fij -
(VI-6)
Now, we add the dynamics of the exchange rates. The value of the trade

balance measured in foreign currency per sector is equal to the difference
between the country’s production and its consumption, i.e.:
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(VI-7)
The assumption is that the growth of the exchange rate depends on the value
of the trade balance as a fraction of the value of total GDP (both measured in
current prices and foreign currency). More specifically, we assume that the

following equation holds:
- _ _B,_L
e"_E(P P ]
(VI-8)

where € (>0) is a parameter. The superscript * indicates the reference country
for which the growth in the exchange rate is equal to zero, (¢ = 0, ¢ = 1). This
formulation ensures certain basic characteristics with regard to consistency.
For example, a change of the reference country (i.e., expressing all values for
all countries in the currency of a different country) does not change the
growth rates of the exchange rates using the above equation. Also, note that
the exchange rate between two countries of which neither is the reference
country can be calculated by dividing their exchange rates relative to the
reference country. Thus, for m countries, one can calculate all remaining (m’-
m)/2 exchange rates if the m exchange rates relative to one reference country
are known. The above equation for the dynamics of the exchange rate ensures
that changing the reference country does not change the resulting values of
the exchange rate growth rates.

The labour market is characterised by a Phillips curve, determining the

growth of the nominal wage rate:
W=-m+n ﬂ
(V19)
in which m and n are parameters. Population (N) is assumed to grow at a
fixed rate .

VI.2.b Verification of the model

In essence, the model works as follows. The regions converge to a steady state,
in which all regions have a certain gap towards the leader region (in terms of
knowledge), see Figure VI-1 (stable equilibrium point E1). If a region has
converged to its steady state equilibrium, its gap towards the leader region
does not change anymore. This is analogue to the situation in the model in the
former chapter. In this steady state, profit rates (and hence unit labour costs)
are equal across regions, ensuring equal growth rates. Possible differences in
the three factors defining unit labour costs (profit rates), i.e., labour
productivity, the exchange rate, and the (nominal) wage rate will offset each
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Figure VI-1

other. Differences in labour productivity arise from the knowledge spillover
system, the Verdoorn effect and exogenous differences in the world price.
Exchange rates may operate at the level of a country, whereas wages were
assumed to be specific for regions.

The introduction of a monetary union has the consequence that exchange rate
adjustments are no longer possible. Therefore, an asymmetric situation
regarding the competitiveness can only be compensated by a change in the
wages.

In the remainder of this section, some experiments will be carried out to
illustrate the working of the model. The experiments are based on the
honeycomb structure in which a border is drawn to divide the plain in two
groups of regions: the two countries. This can be done in several ways. Here
we show two alternatives. Figures VI-2 and VI-3 show two geographic
structures. In both figures region 1 until 10 make up the first country, which is
the largest, and region 11 until 19 make up the smaller second country. The
two geographic structures differ in whether the largest country contains the

Figure VI-2 Figure VI-3
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overall centrally located region. This might give different resulting gaps,
because this region is the most favourable for receiving knowledge spillovers.
The experiments so far, however, seem to show that these two dlfferent
geographic structures do not cause differences in the resulting gaps". This is
probably so because the regional differences in labour productivity do not
influence the exchange rate. Therefore, it does not really matter whether the
smallest or the largest country contains the central region. In the remainder of
this chapter, the second geographic structure will be used, in which the
central region is located in the smallest country.

Figure VI-4 shows that the real regional wage rates (w,/eP) form an image that
follows the trends in the disparity in labour productivity. This figure depicts
the average gap over the last 100 periods. Regions with a high gap with
respect to labour productivity also have a high gap in real wages. The gaps
reflect the geographic location of the regions. The central region (region 11,
see the structure for the lattice of honeycombs) has the lowest (average) gap
with respect to all variables. Note that the gap with respect to GDP per capita
and real wages in the central region is not equal to zero. This is due to the fact
that these variables behave in a cyclical manner. Since the cycles of the
different regions are generally in different phases, leadership (with respect to
GDP per capita® and real wages) switches quite often, which results in an
average positive value of the gap. The cycle in real wages has an amplitude
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Figure VI-4: Gaps per region under flexible exchange rates in case of no falling behind

' This holds for experiments with respect to barriers to trade. In Section VI.3.b will be
shown that the country containing the overall centrally located region experiences less
disparity.

* GDP per capita is in the model defined by Q/N. Note that Q/N = Q/1 * L/n = Q/L * I. The
employment rate in a Goodwin model is known to be subject to cycles (see Chapter II).
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which is larger than the amplitude of the cycle in GDP per capita, therefore
real wages show a larger average gap than the other variables.

Next we focus on regions that are falling behind and have not converged to
the steady state E1 in Figure VI-1, but instead are moving over time along the
arrow at the right side of the Figure VI-1. Their gaps toward the leader region
keep increasing. The resulting effect on the components of the unit labour
costs are reported in Table VI-1.

Table VI-1
Flexible exchange rates Monetary union
W,/ W, decreasing decreasing
1/e, - =
a/a, .. increasing increasing
Wyurir/ W, increasing decreasing
1/e, decreasing constant
aja, . increasing increasing

The experiments above contain two regions that were falling behind, both
belonging to country 1. In the upper panel of Table VI-1 the ratio in wages and
labour productivity between a lagging region in country 1 to a ‘normal’ region
(in the sense that it does not fall behind) in country 1 is shown. The wages of
the laggard decrease relative to a region of the own country. In this case, the
regional wage rate counteracts the difference in labour productivity.

The lower panel of Table VI-1 documents the components of the unit labour
cost of a lagging region of country 1 compared to a region belonging to
country 2. The lagging region shows an increasing technology gap toward the
region from the other country. At first sight, it is surprising to see that the
wages of the laggard increase instead of decrease. A decrease would have
been expected, because the unit costs have to fall in order for this region to
stay competitive. The increase in wages is caused by the fact that exchange
rates act on a national level and therefore do not react to the increasing gap of
one (or in this case two) regions. It happens to be the case that country 1 does
not depreciate, it even appreciates. The high labour productivity of the non-
falling behind regions in country 1 drives up the exchange rate. This has a
negative effect on the lagging regions, because their regional wages 