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non-R&D performers do not form a consistent blagkh several notable differences between
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determinants also influence the share of totalwation expenditures that are spent on non-R&D
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1. INTRODUCTION

Firms innovate through a wide range of activitias|uding the acquisition of new process
technologies, incremental engineering to increasduyztivity, the combination of existing
knowledge in new ways, and investment in R&D taéase the stock of knowledge and to apply
this knowledge to create new or improved produsts@ocesses. Yet the majority of scholarly
research and policy documents on innovation fotuest entirely on R&D, ignoring other
methods that firms use to innovate (Arundel, 200R)s focus on R&D is reflected in the
structure of innovation support programmes. A stusipg data on the expenditures of national
European programs to support innovation, estimgiadapproximately 95 percent of all such
funding in Europe was directed to supporting R&Dthviess than 5% of funding available to

innovative firms that do not perform R&D (Arund2D07).

The central role of R&D in innovation research g@adicy is supported by the value of R&D to
technological innovation. R&D is the source of mg@ngductivity enhancing innovations and is
essential to the competitiveness of fast-growingioma- and high-technology industries such as
pharmaceuticals, automobiles, computers, commuaitgtinstruments, and machinery. R&D is
also critical to the absorptive capacity of a fiamd an industry (Cohen and Levinthal, 1989,
1990). The application of R&D to produce technotadly advanced products for export can also
improve the terms of trade at the national levelddition, R&D activities create a demand for
high caliber human resources, which provides aretagto develop and improve educational

systems, leading to potential benefits throughout@nomy.



Although R&D provides many advantages, it is nafukby itself. In order to create economic
benefits, the results of R&D must be incorporatéd products and processes that reach the
market and these products or processes must béaidiepted — in other words R&D must lead
to innovation and to the diffusion of productivigphancing technologies. The rapid adoption of
new technologies partly explains why national inremnts in R&D are not strongly correlated
with average incomes. Ireland, the United Kingddmstralia and The Netherlands have R&D
intensities that are below the average for OECDht@es, but enjoy similar or even higher per
capita incomes than that of countries that are nRgD performers, such as Sweden, Finland

and Germany.

In addition to innovating through developing newgucts and processes through R&D or by
acquiring new technology, firms can innovate thitotlyee types of creative activities that do
not require R&D (Arundeét al, 2008). First, firms can make minor modificatians
incremental changes to products and processes)gaiy engineering knowledge (Kline and
Rosenberg, 1986; Nascia and Perani, 2002). HamgkB8exin (1997) note that the innovation
process in low- and medium-technology sectorstendess formal and more related to
adaptation and learning by doing, based on desidrmpeocess optimization, rather than formal
R&D. Second, many imitative activities, includirgverse engineering, do not require R&D
(Kim and Nelson, 2000). A variant of this approacfor firms to adopt innovations developed
by users, which von Hippel argues is increasingiypimon (von Hippel, 2005; Gault and von
Hippel, 2009). Third, firms can combine existingokvledge in new ways, which can include

industrial design and engineering projects (Grirapeé Sofka, 2009; Evangelisaal, 2002).



Innovating without performing R&D is widespread.té&f population weighting, the 2007
Innobarometer survey of 4,395 innovative Européansffound that 52.5% of these firms
innovated without performing R&D or contracting d®®&D (Arundelet al, 2008)! Due to the
high share of firms that innovate without performiR&D, the factors that influence firms to
innovate without drawing on R&D are of relevancetw understanding of innovation and the
development of innovation policy. In this paper, take a closer look at the options available to
firms that innovate without performing R&D in-housed we examine the factors that influence

firms to allocate part of their innovation budgetibn-R&D innovation activities.

We use data for a sample of 14,931 manufacturidgsarvice sector firms that responded to the
third European Community Innovation Survey (ClSiBhovative firms are classified into four
mutually exclusive groups. The first group consddtéirms that perform R&D in-house (in-
house R&D performers). The remaining three grodpga-R&D performing firms includes
firms that contract out R&D (contract R&D performgrfirms that conduct some creative
activities in-house, but do not perform R&D (non-B&novators), and firms that only report

acquiring new technology from other firms (techrpl@dopters).

The analytical results show that firms with a l@wvél of in-house innovative capabilities,
demonstrated by small firm size, an absence of wi#f tertiary education, and a lack of
exports, are more likely than other firms to innevaithout performing R&D. These results are

consistent for firms in both the manufacturing aedvice sectors. However, there are also many

! The high share of innovative firms that do notfipen R&D was not due to high rates of technologgatibn.
Only 11.2% of non-R&D performing innovative firmseve pure technology adopters that did not repedtore
innovative activities in-house.



differences in the factors that influence the mdtbbinnovation used by firms that do not
perform R&D in-house. For example, suppliers anahgetitors are an important information
source for non-R&D innovators, but not for firmatitontract out R&D or for firms that are
technology adopters. These and other differenoggest that a simple contrast between
innovative firms that do and do not perform R&Dhause is insufficient for understanding

innovation.

2. THEORETICAL CONTEXT AND HYPOTHESES

The seminal work on the choice between innovatmgugh R&D or through non-R&D
activities is by Veugelers and Cassiman (1999héwr paper, firms can choose to ‘make’ an
innovation through in-house R&D or they can dedmé&uy’ an innovation through contracting
out R&D, licensing inventions, using consultancygees, or obtaining new technology either
through purchasing another firm or by hiring newpéoyees. Of note, there is no option for
‘making’ an innovation in-house without performiRgD. In addition, Veugelers and
Cassiman exclude the direct purchase of new teoggddecause of its high prevalence in both

the ‘make’ and ‘buy’ firms.

Similar to Veugelers and Cassiman, we assumeithad tan choose different methods of
innovating, but we include a more complex set of foptions. The main choice is between
innovating through R&D and innovating through othesthods. The R&D option includes two
choices: R&D can be performed in-house (in-hous®R&rformers) or only contracted out to

other firms or organizations (contract R&D perfors)eThe non-R&D option also includes two



choices. Firms can conduct creative, in-house iiesvthat do not require R&D, such as
production engineering or design work (non-R&D inatrs). Alternatively, they can only
innovate through buying advanced machinery, compmarlware and software, or licenses from

other firms or organizations. The latter firms dedined here as technology adopters.

The four categories of innovative firms are aligadwhg an unobserved scalar variable of in-
house innovative capability. We assume that firdnas innovate in-house through R&D have the
highest level of in-house innovative capabilitiefile firms that only innovate through
technology adoption have the lowest level of inriimeacapability, at least during the three years
covered by the third CIS survey. Contract R&D parfers and non-R&D innovators are
assumed to have moderate levels of in-house inivevedpabilities. It is difficult to determine
which of these latter two types of firms are maneavative. In most cases contracting out R&D
could require some level of in-house expertisebsiogptive capacity (Cohen and Levinthal,
1990) to fully describe the problem or to implemga results, but non-R&D innovators could
use advanced engineering and other competencesxitedd the capabilities of contract R&D

performers.

We expect different sets of factors to influenae firm’s choice orhowit innovates.
Furthermore, all firms, including firms that penioiR&D, can choose to spend part of their
innovation budget on innovation activities thatrai require R&D. The share of the innovation
budget spent on non-R&D activities is likely to yaicross a range of factors. The next section
identifies factors that could influence 1) how fgimnovate and 2) the share of their innovation

budget spent on non-R&D activities.



2.1 Indirect and direct measures of innovative capabilities

One of the primary determinants of how firms inrtevand how they allot their innovation
budgets to different innovative activities is likeb be their capabilities to finance, manage, and
develop technological and organizational innovatioWe use direct and indirect measures in
this paper to gauge the general abilities of fitmmBnance and manage innovation. Two indirect

measures or proxies of each firm’s general capegslare firm size and export status.

Most of the research on the effect of firm sizararovation has focused on R&D. Schumpeter
(1950) was among the first to hypothesize thatddimgns in a mature capitalist economy
generate a disproportionately large share of apgsitechnological advances, presumably

through R&D.

There are several possible explanations for thecetf firm size on how firms innovate and
particularly on their decision to perform R&D indm®e. Compared to small firms, large firms
possess substantially more internally-generatedstimat they can invest in risky R&D projects
and they can benefit from the economies of scaR&D activity. Empirical research has
consistently found that the prevalence of any indeoR&D increases with firm size, although
the relationship between the amount invested in R&[ share of total revenues (R&D
intensity) and firm size can be complex. For ine@rCoheret al. (1987) find that the
relationship between firm size and R&D intensityiea by sector. In a recent study, Lee and
Sung (2005) contend that size influences firm-dpe@chnological competences that can be of

value to both R&D and other methods of innovating.
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Rammeret al. (2009), based on the results of an analysis aiviation survey data for Germany,
identified several reasons why large firms poskegser internal capabilities than small firms
and are thus more likely to engage in R&D. Fir&[Roften requires high initial investments in
laboratory equipment and advanced instrumentsange fixed costs over time. Small firms are
more likely to lack the internal sources of finafi@geboth the initial costs (creating an entry
barrier) and for the fixed costs over time. Theyrface barriers to raising capital from external
sources because of a lack of collateral and a demfopast successful R&D projects. R&D
projects are also risky, with many failing. Smaiihfs can lack the financial resources to

maintain a portfolio of several R&D projects to gedagainst the risk of failure.

A second indirect measure of innovative capabditeewhether or not the firm exports. Tomiura
(2007) analyzed a dataset of 118,300 Japanese atamurig firms and found that exporters, on
average, are more active in innovation than noreggps, own more patents and declare more
R&D expenditure. Firms are unlikely to export go@aisl services unless they have sufficient
capabilities in organizational learning and innamatto enter and compete in foreign markets
where they lack experience. Exporters can needdptgroducts to local market conditions,
offer customized applications, and take advantdgew market opportunities through rapid
new product development (Filatotchev and Piess@9REXxport activities can also directly
influence how firms innovate through feedback efedxposure to a wider range of
technologies than those available in the domesdikkat can give exporting firms an edge over
domestic rivals, encouraging them to invest in R&ivities (Girmaet al, 2008; Harris and Li,

2009).



Two direct measures of innovative capabilitiesarailable from innovation surveys: in-house
innovation activities and the skills of the humampital employed by the firm. Firms can develop
innovations without external assistance, developwations by collaborating with other firms or
organizations such as universities, or they cagelgracquire new technology developed by
other firms (OECD, 1997). Firms that can develapowations in-house, with or without R&D,
are likely to have higher innovative capabilitiban firms that only acquire new technology

developed by others (Arundel, 2007).

Human capital has long been considered as a ¢tmésaurce in firms. The technological and
innovative capabilities of a firm’s labor force @& on the educational level, training, and
experience of its employees and managers @tat, 2001) and the ability of managers to
effectively use these skills to solve problems (exet al.2010). Educated and experienced
employees are an essential prerequisite for highl-lenovative activities to generate new
knowledge and absorb existing knowledge. Employattssadvanced education, training, and

experience are particularly important in sciencedolaindustries (Luet al.,2009).

Based on the literature on the relationship betweeavation and the capabilities of a firm, we

make the following prediction:

Hypothesis 1: Firms with lower innovative capaigkt(small firms, firms that do not export,

firms that lack highly skilled staff, and firms thdo not have in-house innovation activities) will
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be more likely to innovate through non-R&D actiegiand spend a higher share of their

innovation budget on these activities.

2.2 Product and process innovation

Product and process innovations have differentacteristics which can influence how they are
developed. Product innovation is the introductibnew or significantly improved goods or
services, while process innovation is the introduncof a new or significantly improved
production or delivery method (OECD, 1997). Prodgeasvations can include improvements to
service operations, logistics, work and informatfilonvs, and equipment (Reichstein and Salter,
2006). Compared with process innovation, producbwation more often involves R&D
(Rouvinen, 2002; Mairesse and Mohnen, 2005). htragt, process innovation often requires
the participation of external suppliers (von Hipd@88; Rouvinen, 2002; Cabagnols and Le
Bas, 2002) and can frequently involve innovativevaees that do not require R&D, such as the
purchase of advanced machinery, computer hardwarsa@tware, the acquisition of patents and
licenses, investment in training, and other proceslsuch as design and production engineering.

In line with these arguments, we test the followiypothesis:

Hypothesis 2: Product innovators are more likegntprocess innovators to perform R&D, while
process innovators are more likely to engage inR&D activities and spend more of their

overall innovation budget on these activities.



2.3 Information sour ces as proxies for technological opportunities

The methods that a firm uses to innovate and h@iatates its innovation budget could be
affected by differences in technological opportesit Technological opportunities differ because
the scientific and technological know-how relevimteach industry advances at different paces
and with varying degrees of difficulty. Even withansector, technological opportunities can vary
due to differences in specific markets. There lreg different sources of technological
opportunities: advances in scientific understan@nd technique; technological advances in
other industries and in other institutions in teker@my; and an industry’s technological
advances in one period that open up new technabgpportunities for the next (Klevoriek

al., 1995). Firms operating in an environment withhhigvel technological opportunities will
have greater incentives to invest in R&D becausz lnfjher probability of inventing
commercially successful processes or products §Nietl Quevedo, 2005; Vega-Juradal,

2008).

Differences in technological opportunities at teeedl of the firm can be identified from the types
of information sources that the firm draws on todwate. Firms that source information from
universities or research institutions are likelyaoe greater technological opportunities than
firms that source information from suppliers, ahdg have higher R&D intensity. Klevoriet

al. (1995) and Leviret al. (1985) found a positive correlation between sowganformation

from universities and government research laboeg@nd R&D expenditures, but Klevoriek

al. did not find a positive correlation between strdings with suppliers and R&D expenditures.

Klevorick et al. (1995) suggested that R&D by universities and gavent research institutes
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could complement industrial R&D, while the R&D afiepment suppliers partly substitutes for

the R&D of other private firms.

Pavitt (1984) argued that most innovations in sigpmlominated sectors such as textiles, leather
and footwear come from suppliers of equipment aatenals. Firms that source innovations
from suppliers are therefore expected to spendndgerity of their innovation expenditures on
purchasing advanced machinery and equipment. ltvaginscience-based firms in sectors such
as pharmaceuticals or information technology preducelatively high proportion of their own
technology, often through R&D. Levet al. (1985) report similar results, with R&D intensgie
increasing with greater reliance on public seatsearch. Evangelis& al. (1997), using the
second European Community Innovation Survey resoit2,000 Italian manufacturing firms,
found that science-based firms active in office hmaery and computers, radio, TV and
telecommunications, pharmaceuticals and precisistiument sectors allocated more than 50
percent of their innovation expenditure to R&D clsmparison, supplier-dominated and
production-intensive firms in wood, textiles, leatland footwear, food and metal products,
printing and publishing, paper, rubber and plaastid motor vehicles spent more than 50 percent

of their innovation budgets on non-R&D activitieghl as purchasing new machinery.

Firms can also obtain information to support th@movative activities from their competitors

and from open sources such as professional comiesemeetings and journals. However, the
impact of these sources on technological opporasénd how firms choose to innovate, and the
proportion of their budget spent on non-R&D actest is ambiguous. Information obtained

from competitors and from open sources could repladouse R&D or it could create



spillovers that lead to new technological oppottiesi enhancing the benefits of conducting in-

house R&D.

In line with the above arguments, we assume thatfirms innovate and the share of their
innovation budget spent on non-R&D activities walry by their technological opportunities.
These will vary both across sectors and withinascWe use sector dummies to control for
differences in technological opportunities acresst@'s, while the types of information sources
used by the firm are assumed to capture firm-sjgeadifferences in technological opportunities.

We develop a third hypothesis based on the typedaimation sources that firms use:

Hypothesis 3: Firms sourcing information from sugys will tend to innovate through non-R&D
activities and spend more of their overall innomatbudget on these activities, while firms that

source information from universities and reseanshitutions will tend not to do so.

2.4 Appropriability

A precondition for the decision to invest in finaally expensive and riskier innovation activities
such as R&D is a reasonable expectation of beifggtalappropriate innovation investments
through higher prices for new or improved prodwtthrough lower production costs. Common
strategies for increasing the level of approprigbihclude the use of patent protection,
trademarks, copyright, secrecy, lead-time advastager competitors, design complexity, and
the ownership of specialized complementary margedimd manufacturing assets (Arundel and

Kabla, 1998; Coheat al, 2002). Ceccagnoli (2009) argued that strong gppability
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conditions, for instance through patent protectiod ownership of specialized complementary
assets, have a large and positive impact on adisoonomic performance. This could feed back

into higher investments into creative innovativé\aies, particularly R&D.

Patenting is frequently viewed in the theoretidarature as the most effective appropriation
method, but the effectiveness of patents is limitedhe opportunities for competitors to invent
around a patent, the cost of a patent versus afffgopriation methods such as secrecy or lead-
time advantages, and the speed of technologicalgeh& he interplay of these factors results in
large variations in the effectiveness of patentssgindustries and firm size, as shown in survey
research in the United States (Leweiral, 1987; Cohert al, 2002) and in Europe (Arundel and
Kabla, 1998; Arundel, 2001). Patents appear to bst maluable to R&D intensive firms and

science-based small firms (Leiponen and Byma, 2009)

The use of strategies to increase appropriabgigxpected to increase with the level of
investment in activities that produce novel innavag. Therefore, non-R&D performers,
particularly technology adopters, are expectedswofawer appropriability strategies than R&D

performing firms.

Based on the above arguments, we propose the faljdwypothesis:

Hypothesis 4: Firms that use patents or other g@tmon methods (industrial designs,

trademarks, copyright, secrecy, design complerityead-time advantages) to increase



appropriability are less likely to innovate througbn-R&D activities and will spend a smaller

share of their overall innovation budget on theseviies.

2.5 Risksfrom innovation investments

Another factor that should influence how firms imate is the riskiness of investments in
innovation. This can involve both economic risksl amformation risks, such as when there is a

lack of good information on potentially useful teatal solutions.

On average, innovation projects that do not invé?& should be less financially risky than
R&D based innovation projects. The least risky\aistishould be technology adoption because
firms can obtain relatively complete information tie characteristics of existing technologies
that were developed by other firms. Similarly, saméouse activities that do not require R&D,
such as modifying existing production lines to reglgosts, are likely to be low risk, while
design or incremental improvements could involvedarate risk, due to difficulties in
estimating consumer responses or potential markbtsriskiest activity is expected to be R&D,
since R&D projects can be difficult to budget aath ¢ail completely. This could also be true of

R&D that is contracted out.

The riskiness of an innovation project could be@ased by a lack of information on available
technology for solving a problem. Firms facing eklaf technological information could be
forced to invest in R&D. Alternatively, when plefudi information is available on a possible

technology, firms could forego risky investmentsl @amovate through investing in advanced
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machinery and equipment or through licensing ireoffatented technology. We expect firms
that report a high level of importance for a la¢knformation to be more likely to invest in
R&D. Firms that source information from their clisnsuch as on the types of enhanced
products that they would like to buy, should expece a decline in market risk (von Hippel,
1988; Lundvall, 1988) and consequently be moramglto invest in R&D. Therefore,

hypothesis 5 is as follows:

Hypothesis 5: Firms that face high economic rigsksifinnovation should be more likely to
invest in less risky methods of innovation thatndo involve R&D, while firms that face a lack
of information on technologies, or a decline in kedrisk, should be more likely to invest in

R&D.

3. DATA, METHDOLOGY AND VARIABLES
3.1 Data

In this study we use data from the third Europeam@unity Innovation Survey (CIS) to test
the five hypotheses. The survey collected datdnenrnnovative strategies of European firms
active in manufacturing and in selected servicéossedrom 1998 to 2000, inclusive, and on their

innovation expenditures for 2000. As with the fisd second Community Innovation Sunfeys

2 The first and second CIS surveys were limitecehhological innovation, as defined by the Oslo ManThe
third CIS, used in this study, introduced five gi@s on non-technological innovation, coveringgic,
management, organizational and marketing chan@igs apsthetic changes to product design. Noneesktforms
of innovation require R&D. Respondents to the ti?i& that only innovated through non-technologinabvations
are excluded from this study in order to clearlnitify the importance of non-R&D forms of innovatito firms
that could also choose to conduct R&D.



the third CIS is based on the Oslo Manual (OEC®,7)9vhich provides methodological

guidelines for defining and measuring innovatiod amovative activities.

This study uses micro-aggregated, anonymized daita the third CIS that prevents the
identification of individual firms (Eurostat, 2008)e evaluated the reliability of the micro-
aggregated data by running a preliminary set aftidal regressions on both the anonymized and
non-anonymized data. The latter can only be acdestsihe Eurostat offices in Luxembourg,
which creates a serious constraint for ongoing datass. We found no substantive differences
in the results of preliminary probit and OLS regiess run on the two types of data.

Consequently, we rely solely on the micro-aggredjdttaset for the final results in this paper.

The cleaned sample of innovative firms used inshisly includes 14,931 firms that introduced
either a product or process innovation between H@B2000. The firms are located in 15
European countries: Belgium (734 firms), BulgaB4X), Czech Republic (1074), Estonia (717),
Germany (1805), Greece (468), Hungary (258), lak(d48), Latvia (437), Lithuania (624),

Norway (1528), Portugal (799), Romania (1799), Sléa (439) and Spain (3269).

We classify the innovative firms into four typesimhovators: in-house R&D performers,
contract R&D performers, non-R&D innovators anchtemlogy adopters, using a latent measure
of innovative capabilities. In-house R&D performeeport intramural R&D activities. Contract

R&D performers lack intramural R&D, but report extiural R&D, for instance through

% We exclude cases with negative innovation exparett
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contracting out R&D to another firm or organizatibdon-R&D innovators report neither
intramural nor extramural R&D activities, but repone or more of the following activities:
acquisition of other external knowledge such asmat know-how, trademarks or software to
use in innovations; training for innovation, mark&toduction of innovations, design, and other
preparations for production/deliveries. Technolagppters report none of the above activities,
but acquired advanced machinery or equipment anadinced new or improved products or
processes that were mainly developed by othermges and institutions. The four categories
are mutually exclusive, with each respondent fionthie third CIS assigned to only one of these

four categories.

Among the unweighted 14,931 respondent firms, 8(588%) are classified as in-house R&D
performers, 810 (5.4%) are contract R&D performBr399 (36.2%) are non-R&D performers,
and the remaining 534 (3.6%) are technology adsp#dter population weighting46% of the
innovative firms in the 15 countries covered in thiero-aggregated CIS-3 data innovated
without performing R&D in-house or contracting &®&D. Figure 1 gives the distribution of the
unweighted results by country. Compared to the tedresults, R&D performers are over-
sampled. The unweighted share of firms that nepleeform in-house R&D nor contract out
R&D is much higher in the economic transition coig# of Bulgaria, Romania and Estonia than

in the economically-developed countries, such asvdy, Belgium and Germany. Figure 2

* Since the CIS is a random survey instead of auseq®pulation weighting scales up the estimatéisetcnown
population of firms in each country surveyed by @&, using information on the number of firms atk sampling
cell (defined by sector, firm size, and countryhisTprovides the best possible estimate of theilligton of each
type of innovative firm and corrects for oversamglpf R&D performers in many countries. Followingredard
practice for innovation survey research, the unhigid results are used in the regression analyses.



provides an unweighted breakdown by firm size. #seeted, the percentage of firms that do not

perform R&D in-house declines with firm size.

(Here insert Figure 1)

(Here Insert Figure 2)

One possible explanation for the high percentaderot that innovate without drawing on R&D
is that the respondents to innovation surveysdaiinderstand the concept of R&D and are
therefore unable to accurately report both R&D aad-R&D activities. An evaluation of
research on this issue (Arundlal, 2008) finds that innovation surveys are moreljike over-
report than under-report R&D in comparison to Gaveent R&D surveys, as shown in one
study by Kleinknecht (1987) using data for the Neldnds. Roper (1999) reports that 2.4% of
German small firms fail to report R&D, but thisagelatively minor degree of under-reporting.
The rate of under-reporting is likely to be highiesthe service sectors, since the concept of
R&D fits more easily with the science and enginegdisciplines used in manufacturing (Djellal

et al, 2003).

3.2 Regression models

We assume that firm managers choose between edleé fufur different methods of innovating,
using an assessment of their firms’ capabilities,financial advantages and costs of each
innovation method, and other relevant informatigailable to them. Under this assumption of a

discrete choice, the appropriate model is a mutiablogit, shown in equation 1. This model
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determines if the relevant factors identified icleaf the five hypotheses influence the firms’

decision to choose one of the four methods of iatiag.

BiXi

(1) Prob(Y, = j|x)= - forj=1, 2...,3.%=0.

I LB
1+ zk:le

@ 4= =rls -5 4l

It is difficult to interpret the coefficient#; of the multinomial logit model estimated from

equation (1) because it does not provide the margifiects. As shown in equation (2), the

. : P :
marginal effectd;, |.e.%, need not have the same sign@decause every; enters every
X

marginal effectd;. We therefore provide the marginal effectfs of the multinomial logit model
results instead of the coefficient. The marginal effect measures the change in thieatility

that a firm chooses a specific method of innovat@gigen a one unit change in the value of a

continuous explanatory variable or a one-unit cleanga dummy variable (from 0 to 1).

In addition to studying the decisions of firms teoose between one of four methods of
innovating, we are also interested in the factioas$ influence the share of each firm’s innovation
budget spent on innovation activities that do ngblve R&D. We therefore use the non-R&D
innovation expenditure share as the dependentblayiahich is defined as the ratio of non-

R&D innovation expenditures (excluding expenditusasn-house and contract R&D) to the

® See Greene (2003, p. 720) for the estimationefihltinomial logit model and its marginal effects.



firm’s total innovation expenditures. Among the 7265 innovative firms which declared positive
innovation expenditures, 11,305 invested in non-R&Mbvation activities and 1,461 only

reported R&D expenditures.

We use two regression models to examine the effextset of independent variables on the non-
R&D innovation expenditure share. We observe norbR&novation expenditures only for

firms that invest in these types of innovation\dtis. The first model uses Ordinary Least
Squares regression (see equation 4) and excludiés fisms that do not report any innovation

expenditures outside of R&D.

The second method uses a standard Tobit modehahales the 1461 firms whose non-R&D
innovation expenditure share equals zero. Thisigesva robustness check of the baseline

ordinary least square model. In the Tobit modet @guations 3 — 5Y; is the observed response

andy, is the value of the latent variable for the nonfR&novation expenditure share:

(3) yi=0if y <0,
4) yi=y if y >0,
(5) Y, =XB+E .

The coefficients of the above model could be biak#tere is sample selection bias, for instance
if the amount of expenditure on non-R&D innovatamtivities is influenced by the decision on
whether or not to invest in these activities. Taraine the issue of sample selection bias, we

draw on the following sample selection mechanism:
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(6) Vi =X B+ Uy

wherey; is observed only when = 1.

*

@) z=1if & =WV +Ua >0 404 0 otherwise.
®) i~ N (0, %)

9) uzi ~ N (0, 1)

(10) rgon; , Ui) = p.

Equation (6) is the outcome equation, which ests#te non-R&D expenditure share of a firm
if it chooses to invest in such activities. Equat{@) is the selection equation that estimates
whether a firm would invest in non-R&D innovatiocti@ities. The selection indicatag is

equal to 1 if a firm invests in non-R&D innovatiand 0 otherwise. If the disturbanggin
equation (7) is correlated with the disturbangen equation (6), a sample selection model
should be adopted. Following Heckman (1979), wenede the sample selection model through
a two-step procedure. We conduct the likelihootbriast of the null hypothesis that andu,;

are independent, i.p.= 0. If the null hypothesis is not rejected, itans that the selection
equation and outcome equation can be estimatedagelya In other words, the estimation

results of the OLS model are unaffected by samgilecton bias.

The results of the OLS model, standard Tobit maaled, the Heckman sample selection model

are broadly similar.



3.3 Independent Variables

With two exceptions, the same set of independemamias is used in the multinomial model of
the factors that influence the firm’s choice of htmannovate and in the OLS, Tobit and
Heckman models of the share of innovation expergitgpent on non-R&D innovation
activities. The exceptions include the variablesifehouse innovation activities” and

‘innovation expenditure intensity’ which are exobatfrom the multinomial modél.

Four dummy variables are constructed to measuraliitigy of the firm to develop innovations
that require creative effort: two indirect variabldirm size and export status) and two direct
variables (in-house innovation activities and humesources). We use two dummy variables for
small and large firm size to measure the impadirof size on the dependent variable. The
variable ‘small firm’ equals 1 if the firm employ9-49 employees and zero otherwise. The
variable ‘large firm’ equals 1 if the firm emplo280 or more employees and zero otherwise.
The reference category includes firms that empktyben 50 and 249 employees. The value of
‘export’ equals 1 if the firm reported exports i and zero otherwise. The value of ‘in-house
innovation activities’ is equal to 1 if the firmperted introducing a new or significantly
improved product or process innovation that wasigaleveloped by the firm or other members
of its enterprise group, without the involvemenbtier, unaffiliated firms or organizations. The
value of ‘employee with higher education’ equali$ dne or more employees had a university

level education and zero otherwise.

® The value of ‘in-house innovation activities’ fiechnology adopters is 0 by definition (seen inftil®wing
paragraph) and therefore can not explain the detisi innovate through technology adoption. Théalde for the
innovation expenditure intensity is not includedhe multinomial model for how firms innovate besauhe value
is missing for 25% of technology adopters (versuy 8.6% of in-house R&D performers). This resits high
loss of cases for technology adopters, distortiggrésults.
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The type of innovation is captured by two dummyiadales, ‘product innovation’ and ‘process
innovation’, which equal 1 if the firm reports iattucing, respectively, a new or significantly

improved product or a new or significantly improyadcess between 1998 and 2000.

Technological opportunities are explored throughaldes for the use of different information
sources between 1998 and 2000 ‘for suggesting ne@avation projects or contributing to the
implementation of existing projects’. The infornmatisources include suppliers, competitors,
university and research institutions, and confegenpurnals and fairs. The survey provides
interval level data, ranging from high (3), medi{@j to low importance (1). The value of each

variable equals zero if the firm does not use fiiermation source.

Appropriability is measured by two dummy variablegtether or not the firm has applied for
one or more patents and whether or not the firrontsghe use of other innovation protection
methods between 1998 and 2000. The other metholiglerthe use of design registration,

trademarks, copyright, secrecy, complexity of desigd lead-time advantages.

We construct a variable, ‘economic risk’, for theaicial riskiness of innovation. The variable
equals the highest reported value to one of thaemfs that could hamper innovation: excessive
perceived economic risks, high innovation costs ck of appropriate sources of finance. For
instance, the value equals 3 if a firm ranks onthefthree economic risk factors as of ‘high’
importance, 2 if the highest score given to onthee three factors is of medium importance,

and 1 if the highest value given to any of thee¢hyaestions is of ‘low importance’. If none of



the three factors are reported as relevant, theevalO. The variable for risk from a lack of
information is obtained from a survey question lo@ ‘tack of information on technology’ as a
hampering factor. A high importance of a lack dbmmation is given a value of 3, a medium
level importance a value of 2, and a low levelrportance a value of 1 (with a score of zero

when the factor is not relevant to the firm).

A variable for obtaining information from customessalso included, with the variable identical

to the other information source variables. It ip&oted to capture a decline in market risk.

3.4 Control variables

As noted earlier, technological opportunities atpeeted to vary by each firm’s sector of
activity, with higher technological opportunitiespected for firms active in high-technology
sectors than for firms active in low technologytees. We classify firms into low, medium-low,
medium-high and high-technology manufacturing sscémd into knowledge-intensive and less
knowledge-intensive services sectors, using thimitiehs of each type of sector established by

the OECD and Eurosta in order to control for differences in technoloajiopportunities by

" High-technology manufacturing includes aerospat&QE 35.3), pharmaceuticals (24.4), computers affideo
machinery (30), electronics-communications (32) asuentific instruments (33). Medium-high technolog
manufacturing includes electrical machinery (31yton vehicles (34), chemicals, excluding pharmacalg (24,
excluding 24.4), other transport equipment (3524 3nd 35.5), and non-electrical machinery (29%dMm-low
technology manufacturing includes coke, refinedrgdetim products and nuclear fuel (23), rubber afabtie
products (25), non metallic mineral products (28)ipbuilding (35.1), basic metals (27) and fabedametal
products (28). Low-technology manufacturing inclsid¢her manufacturing and recycling (36 and 37)pdygulp,
paper products, printing and publishing (20, 21 a8y food, beverages and tobacco (15 and 16)teatides and
clothing (17, 18 and 19). The knowledge-intensigeviee sectors include water transport (61), a@ngport (62),
post and telecommunications (64), financial intediagon (65, 66 and 67), computer and related &iets/ (72),
research and development (73), and other busimtisgtias (74). The other service sectors includgantrade (51),
land transport and transport via pipelines (60) anpporting and auxiliary transport activities eadtivities of
travel agencies (63)(cf. the Concepts and Definibatabase (CODED), Eurostat, available at
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sector and for other sectoral factors that cam@rfte both how firms innovate and the share of
innovation expenditures spent on non-R&D activitidansen and Serin (1997) argue that the
innovation process in low- and medium-technologyt@s are often less formal and more
related to adaptation and learning by doing thamgh-technology sectors. In low- and medium-
technology sectors, the embodied knowledge is fearesl from suppliers through marketing,
design and process optimization, rather than thrdagnal R&D. Santamariat al. (2009) find
that non-R&D activities such as design, the usadvfanced machinery and training are crucial
to firms in low- and medium-technology industri#berefore, we expect firms active in low and
medium-high technology sectors to spend a higharesbf their innovation budgets on non-
R&D activities than firms in high-tech sectors. €6k sectoral differences are verified by the
third CIS, as shown in Figure 3. The share of n&bRnnovators is 52% among firms active in
low-technology manufacturing sectors but falls 884lamong firms active in high technology

manufacturing sectors. A similar pattern existthm services sectors.

(Here insert Figure 3)

The innovative capabilities of a firm are partlflugnced by its decisions on building up internal

capacity (for instance through hiring tertiary-edisd staff), its stock of previous investments in

http://ec.europa.eu/eurostat/ramon/nomenclatuesticfm?TargetUrI=LST NOM&StrGroupCode=CONCEPTS&

StrLanguageCode=EN The classification used in this article is to aagrextent in line with the OECD and
Eurostat's definition, except thaerospace (NACE 35.3), pharmaceuticals (24.4) dmpbsilding (35.1) are
classified as medium-high technology manufacturifbe discrepancy is due to the reason that CIS-&omi
aggregated data are not available at NACE 3-digtlland we are thus not able to separate the thiggeindustry
sectors within the chemicals (24) and other trartspuipment (35) sectors.

8 The OECD definitions are as follows and are basethe average ratio of business R&D expendituwres t
production values. The ratio is above 5 percehigh technology sectors, between 3 percent andcepein
medium-high technology sectors, between 3 and depéin medium-low technology sectors, and belgvefcent

in low-technology sectors (Smith, 2005).




innovative capabilities, and spill-over effectsrrgublic research institutes and other firms
active in its line of business. All three of théaetors can be influenced by the national system
of innovation of the country where the firm is lted (Nelson, 1993). As an example, national
conditions will influence the quality of educatiand public sector research and the capabilities
of other firms that act as suppliers, customerd,@mpetitors. We expect national factors to
have a large effect on innovative capabilities bseahe survey includes both highly innovative
countries such as Germany, with a long historyutflis research institutions that provide
assistance to private firms, and economic tranmsitmuntries such as Romania and Bulgaria with
a poorly developed innovation infrastructure. Ferthore, the economically optimal, low risk
choice for firms in technologically catching-up odtiles could be to purchase existing
technology from industry leaders in other countrfes firms build up their technological
capabilities and approach the technology frontrexy will be impelled to conduct non-R&D
creative activities such as production engineetingxtract greater cost savings from their
technology. The final step would be to use R&D ¢évelop more advanced technology than

what can be developed without using R&D.

We assign the 15 European countries in our datatgetour groups according to the 2005
European Innovation Scoreboard (EIS) ranking ofonal innovative capabilities (European
Commission, 2005} The EIS classifies countries into one of four gatées based on their
innovative performance. The categories are desttieee as leading, intermediate, catching-up,

and lagging innovative countries. Germany is cfass$in the leading country group; Belgium,

® Although the first EIS was produced in 2001, th@2version is used because it provides more campteverage
of all European countries. National performancerkasained reasonably consistent over time, suggetiat data
for 2005 should approximate conditions during thevey years of 1998 to 2000.
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Iceland and Norway are in the intermediate grouponintries; the Czech Republic, Greece,
Hungary, Latvia, Lithuania, and Portugal and arthamgroup of catching-up countries; and
Estonia, Bulgaria, Slovakia, Spain and Romaniaratiee group of lagging innovative countries.
We expect the share of innovation expendituresaléx to non-R&D innovation activities to be
highest in the catching-up and lagging innovatiwertries, intermediate in Belgium, Norway

and Iceland, and lowest in Germany.

Finally, we include a variable for innovation exgéare intensity (the logarithm of the ratio
between total innovation expenditure in 2000 didithg total revenues in 2000) as a control
variable in the OLS, Tobit and Heckman sample $ieleenodels of the share of total innovation
expenditures spent on non-R&D activities. The iratmn expenditure intensity is a measure of
the strategic focus given by firm management touation. However, whether or not high
innovation expenditure intensity increases or desee the share of spending on non-R&D
activities is unknown. The problem can partly beigioned as how firms choose to spend above
average innovation budgets (given the averageifafes firms). Will the extra expenditure be
spent on R&D or on other innovation activities? Theice is likely to depend on each firm’s
decision as to which innovation activity is likety be most profitable, after taking into
consideration the firm’s innovative capabilitiespguct or process focus, technological

opportunities, and appropriation conditions.

Of note, although we include innovation expenditatensity as a control variable because we
cannot predict the direction of its effect on tharg of innovation expenditures spent on non-

R&D activities, the outcome is of interest to naibpolicy efforts to increase the innovative



capabilities of firms. For instance, do firms iruotries with poorly developed innovation
systems tend to spend their ‘additional’ innovatiarget on non-R&D innovation activities?

Or, as innovation expenditure shares increasehelpghift additional expenditures to R&D?

Neither the firm’s sector nor country is likely¢apture all possible confounding factors. In
addition, there is considerable policy intereghanv innovative capabilities vary by country and
by sector. Consequently, we present separate sdguliector and country for the innovation

expenditure share model.

4. RESULTS

Table 1 provides the names of all variables exfmphe country group and industry sector
dummies, and the methodology of constructing thEme. mean and standard deviation of the
variables are listed respectively for the sampiedyzed in the multinomial logit model and the
OLS, standard Tobit and Heckman sample selectiosiein@he correlation matrix of the
variables for the OLS, standard Tobit and Hecknaangde selection model is provided in Table

2.10

(Here insert Table 1)

(Here insert Table 2)

9 The correlation coefficients of the variables thee multinomial logit model are very similar to gfor the OLS
and Heckman sample selection model. The correlatiatnix of the former is available upon requestrfrthe
authors.
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4.1 How firmsinnovate

Table 3 provides the marginal effect of the multmal logit model for how firms choose to

innovate. The results are given separately for faatwring and service sector firms.

(Here insert Table 3)

The results for the three measures of innovatipaldities (firm size, employees with higher
education, and export status) support the firsottygsis for how firms innovate. Manufacturing
firms with less than 49 employees (small firm),amployees with higher education, and no
exports are significantly more likely to be non-R&ihovators. The marginal effect for the
variable ‘small firm’ is statistically significargnd positive for non-R&D innovators, which
means that if the value of the variable changemfddo 1, i.e. a firm becomes a small firm, the
probability that it is a non-R&D innovator is inaged by .077. Both manufacturing and service
sector firms with no exports or no employees witihbr education are more likely to innovate

through non-R&D activities.

The results only partly support hypothesis 2, wipoddicts that product innovators are more
likely to be R&D innovators while process innovatare more likely to be non-R&D innovators
and technology adopters. As expected, both manufagtand service sector firms engaged in
product innovation are more likely to be in-housCRperformers, and manufacturing firms are
also less likely to be technology adopters. Coralgrprocess innovators are not more likely to

be non-R&D innovators or technology adopters, aniéct are significantly less likely to be



technology adopters in both the manufacturing @amdiees sectors. The latter suggests that
process innovation requires some in-house cagabilif only to make modifications to adapt

purchased equipment to existing processes.

Hypothesis 3 predicts that the type of informatsonirces drawn on by firms will vary by how
they innovate, with firms that give a high importarto suppliers being more likely to be non-
R&D innovators and firms that attach a high impoc&to university and research institutions
being more likely to perform R&D. As expected, batanufacturing and service firms which
regard university and research institutions as mamb sources of information tend to innovate
through in-house R&D activities. In contrast, firmekich innovate through non-R&D activities
are more likely to give a higher importance to digpp as a source of information for their

innovative activities.

Two other information sources were included forabhit was not possible to predict the
direction of their effect on the firm’s innovati@tatus: competitors and a group of publicly
available open sources: conferences, journals, fammd exhibitions. Assigning a high
importance to competitors increases the probalibigy both manufacturing and services firms
are a non-R&D innovator and decreases the probathkt they perform R&D. One explanation
for this effect is the use of reverse engineerimg) production engineering to imitate
competitors. For both manufacturing and servicéosdicms, giving a high importance to
publicly available open sources increases the fbtyeof performing in-house R&D and
decreases the probability of being a non-R&D innowvar a technology adopter. This could be

due to the importance of conferences and jourrsagssource of leading-edge research results.
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The results for the use of both patents and ottperst of appropriation methods strongly support
hypothesis 4. Manufacturing firms that applieddbteast one patent or used other innovation
protection methods have a higher probability ofgganing R&D in-house. The effect also holds

for service sector firms for the use of other inswoon appropriation methods.

Firms that report high economic risks as a factonpering innovation wemmorelikely to be
in-house R&D performers and less likely to be ndBRnnovators, contradicting hypothesis 5.
Our interpretation is that in-house R&D performeray be more sensitive to the riskiness of the
innovation projects than the non-R&D performersause the former engage in risky R&D
projects, and have experience about the risk, whédatter lack sufficient experience to
correctly evaluate risk. Firms which report a latknformation on technology as an important
factor hampering innovation are more likely to egga R&D, supporting the second half of
hypothesis 5. However, this effect could be dutnéosame interpretation as for high economic
risks: the more innovative firms could be more an@irrisk factors. A reduction in market
uncertainty, as indicated by a high importancelatted to clients as an information source,
decreases the probability of being a non-R&D innovand increases the probability of
performing R&D in-house for both manufacturing aaalvice sector firms. This supports the

third part of hypothesis 5.

The results for the sector and country controlalads are as expected. Compared to the
reference category of low technology manufacturihg,probability of performing R&D in-
house is ranked in descending order for firms ghtiech, medium-high tech, and medium-low

tech manufacturing sectors. Similarly, knowledgeimsive services firms have a higher



probability to carry out R&D activities than oth&zrvice sector firms. For the four country
categories of innovative capabilities, manufactyfirms in countries with leading,
intermediate, and catching-up innovative capabgitivere more likely to perform in-house R&D
than firms based in the lagging countries in teofisnovative capabilities. However, service
sector firms in the leading country of Germany wai@e likely to carry out non-R&D activities
than the firms in the reference category of laggiogntries. Service sector firms in the
intermediate and catching-up countries were léstylito be non-R&D innovators or technology

adopters than service sector firms in the laggmgntries.

Of interest, the factors that influence how firmaovate vary across all four innovation
methods. For example, although ‘non-R&D innovatodnufacturing firms share many
determinants with the ‘technology adopter’ manufaog firms, including small size, lack of
exports, a low importance attributed to clienteasnformation source, and no patents or
reported use of other appropriation methods; thezealso notable differences. Firms which
assign a high importance to competitors as annmétion source are more likely to be non-R&D
innovators and less likely to be technology adaptson-R&D innovators have a lower
probability of reporting high economic risks anthek of information on technology as factors
hampering innovation, while neither factor hasgmigicant influence on the probability of being
a technology adopter. There are even larger difftee between manufacturing firms that
perform R&D in-house versus those that contractRD. The probability of performing R&D
in-house increases for large firms, for producowation, and the use of ‘other appropriation
methods’. Conversely, all of these factdexreasehe probability that the firm contracts-out

R&D. At the same time, many of the factors thated®ine the probability of a manufacturing
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firm contracting out R&D differ from the factorsahdetermine if the firm is a non-R&D
innovator. For instance, small firms are less jikel contract out R&D and more likely to be
non-R&D innovators, higher education and exporivitgthave no impact on the probability of
contracting out R&D but decrease the probabilitypeiing a non-R&D performer, and the pattern
of use of information sources does not affect tfudability that the firm contracts out R&D but
information sources have a statistically signiftcaeffiect on the probability of being a non-R&D
innovator. There are also notable differencesiéendeterminants of how service sector firms

innovate.

These results show that there is not a simple thichy between firms that perform R&D in-
house and firms that do not. Instead, the factasihfluence how firms choose to innovate is
more complex, both among firms that use R&D (peniog R&D in-house or through
contracting-out R&D) and among firms that do ndy @ R&D (non-R&D performers and

technology adopters).

4.2 Share of innovation budget spent on non-R& D activities

Table 4 presents the results of each of three ofde both all manufacturing firms and all
service sector firms, for the factors that influenice share of innovation expenditures spent on
activities that do not involve R&D (the non-R&D iowation expenditure share). The results
include firms that perform in-house R&D and contract R&D, as the majority of these firms

also report expenditures on innovation activitlest o not require R&D.



(Here insert Table 4)

As shown in Table 4, the results of the standaroitTmodel are not significantly different from
those of the OLS model. To examine whether or Inetet is sample selection bias in the decision
to engage in non-R&D innovation activities and howch is invested in such activities, we also
include a Heckman sample selection model. Thehydbthesis of no correlation is not rejected
in either of the two equations and the coefficiaftthe outcome equations are not materially
different from those of the ordinary least squaalel. We therefore conclude that the results of

the ordinary least square regressions are unaffégtsample selection bias.

The results of each of the three models are camdigtith the multinomial logit model for how
firms innovate. In almost all regressions, smaihf, process innovators, firms that find
suppliers or competitors as important informatioarses, and firms based in catching up
countries spend a larger share of their innovdiiaiget on non-R&D activities compared to the
respective reference categories. In contrast, famges, firms with in-house innovation activities,
exporters, product innovators, firms that havadgrteducated staff, firms that assign a high
importance to universities and research institatean information source, and firms that report
using patents or other appropriation methods, spdoder share of their innovation budget on
non-R&D activities compared to the respective rfiee categories. These results confirm

hypotheses 1 to 4.
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The results for the riskiness of innovation prageste also similar to that of the multinomial
choice model. Economic riskiness decreases theR&idinnovation expenditure share
(contradicting hypothesis 5) while a lack of inf@tion on technology forces firms to shift their
innovation budget towards R&D (confirming the setdalf of hypothesis 5). Of note, this
effect is only observed for manufacturing firms.lagk of information on technology has no
effect on the non-R&D innovation expenditure sHhareservice sector firms. A reduction in
market risk through obtaining information from clis also reduces the share of innovation

expenditures for non-R&D activities.

The coefficients for the variable ‘innovation expgdéare share’ are always negative and
statistically significant. This demonstrates thahs allocate more of their innovation budget to

R&D as their innovation expenditures increase psraentage of total revenues.

Understandably, firms in intermediate and leadmgpvative countries spend a lower share of
their innovation budget on non-R&D innovation aittes than their counterparts in the reference
group of lagging countries, while manufacturingrf& in catching up countries spend more of
their innovation expenditures on non-R&D activitigéhis could be due to the importance of
productivity-enhancing improvements to processagiring investment in new technology and

production engineering to benefit from this teclogyl.

Firms in different industry sectors could alloctteir innovation budget differently due to sector

specific conditions. For instance, firms in higlehlananufacturing sectors could spend



proportionally more on R&D as their innovation ergéure intensity increases, but firms in
low-tech manufacturing sectors could spend propoally more on non-R&D activities. Table 5
gives the ordinary least square model for the foam manufacturing and two service sectors

and shows some differences by sector in the faotfiteencing the non-R&D innovation share.

(Here insert Table 5)

Generally, determinants that are negative or p@siti Table 4 for either all manufacturing or all
services (large size, exports, appropriation methett) are consistently negative or positive
across the sub-sectors in Table 5, suggestingrtbat of the determinants in the model are
applicable to most sectors. However, there arevarfeeresting exceptions. For example, the
positive effect of small size noted in Table 4insiled to the medium-low and low technology
manufacturing sectors, with small size having Heafin the other four sectors. The lack of an
effect in high tech manufacturing could be dueh®activity of small, technology intensive
firms in fields such as biotechnology, nanotechggland communications equipment. In the
Table 4 results for lack of information on techrmpipthe coefficient is positive but not
statistically significant for all service sectomntbined. Table 5 shows that this is because this
variable has opposite effects in the two main sect lack of information on technology has
the expected effect in less knowledge-intensiveisersectors (reducing the non-R&D
expenditure share), but it increases investmem®mR&D innovation in the knowledge-

intensive services.
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However, one notable difference is for innovatiapenditure intensity, where we could expect
differences by sub-sectors, with firms in high-tactd medium-high tech manufacturing sectors
allocating proportionally more of their innovatibndget to R&D activities, while firms in low-
tech manufacturing sectors should spend propottiomeore of their additional innovation
expenditures on non-R&D innovation activities sashinvestment in new equipment. The
coefficients are statistically significant and niagg, as expected for high tech and medium-high
tech manufacturing, negative but not significamtrfeedium low tech manufacturing, and
statistically significant and positive (as expegtea low tech manufacturing. The coefficients
across sectors also follow the expected patterth, tve strongest negative coefficient for high

tech manufacturing and the strongest positive eftedow tech manufacturing.

We also expect firms in different countries to edlte their innovation budgets in diverse ways.
Particularly, the factors that influence how firmaovate in the leading country of Germany
could differ from the factors that influence inntiea in the lagging countries of Estonia, Spain,
Bulgaria, Slovakia and Romania. Table 6 provides@h.S model for each of the four country
groups for manufacturing and services firms. Them@nants are generally consistent across
the different country groups, with two exceptidh3he coefficient for innovation expenditure
intensity is positive for manufacturing firms iretlatching up countries, indicating that
investment in non-R&D activities, possibly new gouent, plays a key role in catching up to the
innovative and productivity levels of more advané&gotopean countries. Second, the effect of a

lack of information on technology surprisingly irases investment in non-R&D innovation

™ In addition, the results of running separate mattial logit models for the leader country (Germjaanyd for the
intermediate innovative countries (Luxembourg, Befgand Iceland) are consistent with the resuitsafb
countries combined, which means that the resuttalf@ountries combined hold for small groups ofiatries.
These results are available upon request fromutieoes.



activities in the leading country of Germany intbtite manufacturing and services sectors,
while it is negative in the lagging countries (sogjmg hypothesis 5), and not significant in the
catching up and intermediate countries. The pasitefficient for Germany is difficult to
explain and could possibly be due to a nationdédihce in the interpretation of the survey

guestion.

5. CONCLUSIONS

Although R&D is vital for the innovation activitiesf firms and the competitiveness of an
industry and a country, survey research showsathaait half of European firms which report
product or process innovations do not perform R&ouse. In the technologically less
developed economic transition countries, the sbar®n-R&D innovators is higher than in the
technologically more developed European countNesm-R&D innovators are more prevalent in

low technology manufacturing and services sectodseamong small and medium sized firms.

In this article we use firm-level data from therthEuropean Community Innovation Survey
(CIS-3) for 15 countries to investigate the deteranis of the firms’ decision to engage in
innovative activities that do not require R&D. Wassify innovative firms into in-house R&D
performers, contract R&D performers, non-R&D inntmra and technology adopters and use a
multinomial logit model to identify the determinardf how firms innovate. We also investigate
the factors that determine the non-R&D innovatigpenditure share (the percentage of all

innovation expenditures spent on non-R&D activjties
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We find that firms with weak innovative abilitiedemonstrated by their small size, lack of in-
house innovation activities, exports, or employ@#h higher education are more likely to
innovate through non-R&D activities. Firms engagegdroduct innovation are more likely to
engage in R&D activities than firms that are naidurct innovators. Firms that find clients and
university and research institutions as an impoita#ormation source for innovation are more
likely to be R&D performers, while firms that soarimformation from suppliers and competitors
have a higher probability of innovating through fR&D activities. Firms that apply for patents
or use other methods to appropriate their investsigom innovation (design registration,
trademarks, copyright, secrecy, design complexitiead-time advantages) are more likely to
perform R&D. These results are generally valid oxdy for manufacturing firms but also for

services firms.

However, the three types of firms that innovatenaitt performing R&D do not form a
homogeneous group. Firms that contract-out R&Deskame similarities with R&D performing
firms and other similarities with non-R&D innovasoiTechnology adopters also differ from

other non-R&D innovators.

The multinomial results have several implicatiomsgdolicy. The first is a clear need for good
indicators on how firms innovate. It is insufficten simply provide data on the number of firms
that perform R&D or the total number of innovatirens. The group of firms that innovate
without performing R&D should also be disaggregatedithere are several important differences
between contract R&D performers, non-R&D innovatarsd technology adopters. This type of

detailed information could assist policy analystgdentifying where weaknesses in innovative



ability occur and support policy to encourage fitmsnove up the ladder of innovative

capabilities.

Second, the results suggest that the conceptatéatiscalar variable for innovative capabilities
is relevant between in-house R&D performers andR&D innovators, with contract R&D
performers an intermediate stage between thempdsigion of technology adopters along this
scale is less clear, but this could be due totielsnumber of observations. Contract R&D
performers share some characteristics of R&D peréos and some with hon-R&D innovators.
The coefficients for contract R&D performers ar@sistently intermediate between the R&D
performers and the non-R&D innovators, as showrekport status, employees with higher
education, and the importance of universities asearch institutions as an information source.
This suggests that contracting out R&D is a trams#l stage between non-R&D methods of
innovating and performing R&D in-houséonsequently, an effective policy option might be t
improve the innovative capabilities of firms by sidizing non-R&D innovators to contract out
R&D, for instance to the public research secfdeveloping experience with how to define an
R&D contract and how to implement the results cdaéda helpful step towards developing in-

house R&D capabilities.

The results also clarify the role of user-produedationships in innovation by highlighting the
distinct differences between firms that sourcernmfation from suppliers compared to firms that
source information from clients. The latter incresaghe probability of performing R&D,
possibly because the information provided by custsmeduces market uncertainty. This result

points to the possible benefits of policies to @uncertainty, for example through
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procurement. Conversely, firms that source inforomefrom suppliers are more likely to be non-
R&D innovators whose innovative activities coul@dotve production engineering and other
activities to adapt new technology. These typeacti¥ities could be essential for productivity
improvements, but firms that source informationiforovation from suppliers may find it
difficult to benefit from investing in R&D, partidarly if their position in a supply chain limits
their opportunities for product innovation. Thewailtl be few policy options (or need) to

encourage these firms to perform or contract oubR&

The results of the analysis for the share of intiomeexpenditures spent on non-R&D
innovation activities show that many of the sameiaeinants for how firms innovate also

influence the distribution of the innovation budgetween non-R&D and R&D activities.

An interesting result is the similarity of the deténants of the non-R&D innovation expenditure
share across sectors and countries, with two ro&tideptions concerning the innovation
expenditure intensity, which is a measure of thatsgic focus that firms place on innovation.
Generally, firms spend more on R&D as their innmraexpenditure intensity increases, but
firms in low-tech manufacturing sectors and firnasdd in catching up countries increase the
share of their innovation expenditures for non-R&divities as their innovation intensity
increases. Aside from these two exceptions, theesdts raise doubts over the strongly-held
assumption of European policy makers that a ‘one does not fit all’ approach to innovation
policy is correct. Instead, once firms and coustrigach an appropriate level of innovative
capacity, the same determinants, such as expasesgort competition, a shift to product

innovation, a better educated labor force, a welledoped public research system that provides



useful information for innovation, etc., are pogty correlated with a shift towards greater
innovative capabilities as shown by the share eéstment in R&D. And, these positive
determinants are generally consistent across noosttiges and across most industrial sectors. Of
course, the details of innovation support poli@eslikely to differ across regions or countries to
account for local conditions, but the results af $tudy suggest there are consistent patterns in
the factors that influence the share of innovaéigpenditures for R&D versus other innovation

activities.
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Table 1: Definition of variables and summary staiss

Mean and standard Mean and standard deviation (in
deviation (in parentheses) parentheses) (12766 firms which have
Variable Name Definition and Note (14931 firms, included in innovation expenditure, included in the
the multinomial logit standard Tobit, OLS and Heckman
model) sample selection model)
Non-R&D innovation Innovation expenditure excluding intramural andaxtural
expenditure R&D expenditure / Total innovation expenditure i 63(.41)
share B
(dependent variable)
Innovation expenditure Ln (Total innovation expenditure in 2000/ Turnoue2000) i -4.4(2.5)
intensity T
Small firm The value is 1 |_f the firm employs 10-dMployees. Otherwise, 34(.48) 33(.47)
the value is 0.
Large firm The value is 1 if the firm _employs 25|0rp0re than 250 18(.38) 19(.39)
employees. Otherwise, the value is 0.
In-house innovation ~ The value is 1 if the firm or enterprise group nhatheveloped
activities new or S|gn|f_|cantly improved gpods, services and. 67(.47) 69(.46)
processes without external assistance. The vallie is
otherwise.
Employee W|Fh higher The value is 1 |f_the firm em.ployed staff with hagteducation. 88(.32) 88(.32)
education The value is 0, otherwise.
Export The value is 1 if the firm exported in 2000therwise. .64(.48) .65(.48)
Product innovatioh The v_alue is 1 if the flrm mtroduc_ed a new omdfigantly 78(.41) 78(.41)
improved product; O otherwise.
Process innovatidn The v_alue is 1 if the flrm mtroduceql new or s_fgmntly 68(.47) 68(.47)
improved production process; O otherwise.
Suppliers as source of The value is 3 if a firm ranks the information freuppliers as
information for high importance for its innovation. The value i 2
innovation information from suppliers is ranked as medium 1.6(1.1) 1.6(1.1)
importance, and if low importance, the value i e
value is 0, otherwise.
Clients as source of  The value is 3 if a firm ranks information fromegiits as of high
information for importance for its innovation. The value is 2 ifarmation
. : . : S . 1.7(1.2) 1.7(1.1)
innovation from clients is ranked as medium importance arfd 1 i
ranked as of low importance. The value is 0, otlsgw
Competitors as source The value is 3 if a firm ranks information from cpetitors as of
of information high importance for innovation. The value is 2 if
. . ) . . . : 1.3(1.1) 1.3(1.1)
for innovation information from competitors is ranked as medium

importance, and 1 if ranked as low importance. Vdlae
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is 0, otherwise.
University and researchlhe value is 3 if a firm ranks information from ueisities or

institutions as research institutions as of high importance fopiration.
source of The value is 2 if the information from universities .79(1.0) .79(1.0)
information for research institutions is ranked as medium impogamz 1
innovation ranked as of low importance. The value is 0, otlsgw
Conferences, journals The value is 3 if a firm ranks the information frgmmofessional
and fairs as conferences, journals and fairs as high importéoicis
source of innovation. The value is 2 if the information from
; . . . o 1.7(1.0) 1.7(1.0)
information for professional conferences, journals and fairs ikedras
innovation medium importance, and if low importance, the vatug.
The value is 0, otherwise.
Patent application The value is 1 if the firm apglfor at least one patent; 0 15(.36) 15(.36)
otherwise.
Other appropriation  The value is 1 if the firm makes use of at least ohthe
methods following methods to protect its invention or in@ion:
registration of design patents, trademarks, copyrig .49(.50) .48(.50)
secrecy, complexity of design or lead-time advamtay
competitors, etc. The value is 0, otherwise.
Economic risks as a  The value is 3 if the firm ranks excessive percgigeonomic
factor hampering risks, high innovation costs, or lack of financerses as a
innovation highly important factor hampering innovation. Ttaue is 1.7(1.3) 1.7(1.3)
2 if the highest ranking for these factors is mediu A A
importance and 1 if the highest value is low impoce.
The value is 0, otherwise.
Lack of information on The value is 3 if a firm ranks lack of information technology
technology as a as a highly important factor hampering its innowati
factor hampering activities. The value is 2 if the factor is rankesimedium .69(.88) .70(.89)
innovation importance, and if low importance, the value iFlie

value is 0, otherwise.

Note:
1. By the definition of this study, a firm eithertioduced product or process innovation or had@nggor abandoned innovation activities is consgdeas an
innovative firm. There are 520 firms in the samlach did not introduce product or process innawatibut had on-going or abandoned innovation dit#vi
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Table 2: Correlation matrix

Variable name 1 2 3 4 5 6 7 8 9 10 11 12 13 14 1% 17

1 Non-R&D innovation expenditure share of the finder analysis

(dependent variable)
2 Innovation expenditure intensity -0.12
3 Small firm 0.09 0.04
4 Large firm -0.11 -0.06 -0.34
5 In-house innovation activities -0.12 0.06 -0.05 0.06
6 Employee with higher education -0.13 0.00 -0.20 0.12 0.03
7 Export -0.13 0.03 -0.18 0.11 0.07 0.13
8 Product innovation -0.15 0.05 -0.08 0.07 0.34 0.07 0.07
9 Process innovation 0.10 0.07 -0.09 0.11 0.08 -0.02 -0.03 -0.15
10 Suppliers as source of information for innovation 0.06 0.07 -0.04 0.03 -0.04 0.00 0.00 -0.02 0.15
11 Clients as source of information for innovation 1®. 0.08 -0.06 0.05 0.11 0.07 0.11 0.19 -0.02 0.18
12 Competitors as source of information for innovation -0.02 0.02 -0.05 0.05 0.05 0.05 0.03 0.09 -0.02 0.21 0.47
13 University and research institutions as sourcenfafrmation for innovation-0.22 0.11 -0.15 0.13 0.03 0.12 0.08 0.08 0.04 0.14 0.18 0.18
14 Conferences, journals and fairs as source of irdtion for innovation -0.05 0.08 -0.04 0.03 0.06 0.04 0.04 0.08 0.04 0.28 0.26 0.32 0.28
15 Patent application -0.23 0.09 -0.10 0.13 0.12 0.07 0.14 0.14 0.01 -0.01 0.10 0.06 0.19 0.09
16 Other appropriation methods -0.21 0.08 -0.12 0.10 0.13 0.09 0.18 0.19 0.00 0.04 0.16 0.12 0.15 0.15 0.34
17 Economic risks of factors hampering innovation €0.00.04 0.07 -0.04 -0.02 -0.02 -0.04 0.01 0.00 0.07 0.08 0.08 0.07 0.12 0.05 0.08
18 Lack of information on technology as a factor harmgginnovation -0.03 0.00 0.03 -0.02 -0.01 -0.02 0.02 0.01 0.02 0.08 0.08 0.09 0.07 0.07 0.02 0.06 0.43
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Table 3: Marginal effect of multinomial logit modah types of innovators

Manufacturing firms

Services firms

Independent variables In-house R&D Contract R&D Non-R&D Technoloav Adobters In-house R&D Contract R&D Non-R&D Technology
performers performers innovators gy p performers performers innovators Adopters

Small firm -067(.013)* ~.0098(.0053)* .077(.0T3Y -.00025(.00077) -019(.019) -.0040(.0079) .0Z0(8) 10026(.0015)*
Large firm .10(.015)%** -.015(.0056)*** -.084(.014)* -.0016(.00097)* .084(.028)* .0051(.012) -.08026)** -.0017(.0020)
Employee with higher education .095(.018)*** .0002077) -.092(.017)**+ -.0031(.0014)** A7(031)**  -.042(.016)** -.12(.030)** -.0048(.0027)*
Export 10(.014)*+* .0048(.0056) -.10(.013)**+ -.@7(.0011)** 11(.018)**+ -.016(.0076)** -.097(.017% -.0015(.0012)
Product innovation 16(.015)*** -.021(.0069)** -.1014)* -.0035(.0013)*** 12(.021)%** -.019(.009) -.095(.021)** -.0025(.0018)
Process innovation .032(.013) -.015(.0056)** -.0052) -.0021(.00097)** .035(.018)* .0048(.0080) 200.018)* -.010(.0028)***
S“ppi':]er:svfﬂg”rformat'o” source for —_ 550 0056+ -.00036(.0024) .021(.0053)** -.020(.00032) -022(.0082)** .0076(.0035)** 016(.0)F  -.0017(.00061)**
C"e”itrsl n%SV g;ifg;ma“o” source for .030(.0057)*++ -.00042(.0024) -.029(.0054)** -.008(.00035)** .023(.0088)** -.0065(.0038)* -016084)*  -.00064(.00059)
Com'ﬁg‘\’;iii information source for _ 518 g1y -.0011(.0026) .020(.0059)*+ -.0089.00047)* -.037(.0094)*** .0026(.0039) .034(.009¢" .00042(.00064)
U”"’?rr]“;‘g?’é: Zﬁiﬁrgzu'?fg?gr'?gﬁoiz o -083(.0062) .0040(.0024) -.087(.0060)*** -.000490047) .084(.0093)*++ .00083(.0040) -.084(.0092)*  -.0016(.00086)*
Conferences, journals and fairs as

information sources for .019(.0061)** .00095(.0026) -.018(.0058)*** -.002B0056)*** .035(.0093)** -.0049(.0039) -.028(.088**  -.0020(.00071)***

innovation
Patent applicatich 16(.016)*+ -.0040(.0070) - 15(.015)*** -.0035(00L1)*** - - - -
Other appropriation methods 17(.012)+ -.012(.p5 - 16(.011)** -.0046(.0013)*** 18(.017)** -012(.0077) -16(.017)**  -.0077(.0021)***
ECO”;’R&;%?} of factors hampering 14 ( gg50y= -.0010(.0021) -.010(.0048)** -.000134029) .029(.0076)* -.0054(.0033)* -.024(.0078)*  .00018(.00048)
Lack fzfc'tréff’{]';“;té%?igg Itr?rfg\r/‘;’t'g%y asa  22(.0068)* -.0011(.0029) -.021(.0065)** .0008B (.00039) .0041(.012) .012(.0046)*** -015(.011)  -.00075(.0008)
Medium-low tech manuf. .049(.014)** .0048(.0064)  .054(.013)*** .00015(.00086) - - - -
Medium-high tech manuf. 12(.014) 014(.0067)  -.14(.012)*** .0011(.0010) - - - -
High-tech manufacturing 21(.019)**+ -0016(.010)  -.21(.016)** .00092(.0017) - - - -
Knowledge intensive services - - - - .29(.017)*** .042(.0085)*** -.24(.017)**= -.0090(.0025)***
Catching-up countries .082(.013)**+ -.0098(.0053)*  -.070(.013)*** -.0018(.00076)** 12(.022)%** -.00420088) -11(.021)**  -.0037(.0013)***
Intermediate countries 20(.014)+ -.027(.0054)**  -17(.014)** -.0018(.00083)** .069(.024)** -.0180094)* -.046(.023)*  -.0058(.0016)**
Leading countries .096(.019)*** -.020(.0065)*** 7a(.018)*++ -.0022(.0011)** -.028(.027) -.025(.00p5* .059(.027)** -.0062(.0016)**
Number of observations 9998 4417

Note:

1. The data in parentheses refer to standard dawiat** denotes a significance level of 1%, **mt#es a significance level of 5%, * denotes a $icgmce

level of 10%.

2. None of the technology adopters in the sengeesors applied for a patent. To avoid the proldérollinearity, we remove the variable “patent bgation”
from the multinomial logit model for services.
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Table 4: Determinants of Non-R&D innovation expead share (manufacturing and services firms iregdh

Dependent variable: Non-R&D innovation expenditsinare

Independent variables

Ordinary least square model

Standard Tobit model

Heckman sample selection model (outcome

equation)2
Manufacturing Services Manufacturing Services Mauotufring Services

Innovation expenditure intensity -.0069(.0016)™* .032(.0021)*** ~010 (.0038)**  -.090(.0054)**  -.065(.0016)"* -.032(.0022)"
Small firm .018(.0090)** .021(.013)* .097(.020)*** .044(.027) .016(.0090)* .019(.013)
Large firm -.060(.0099)*** -.069(.019)** - 14(.091* -.18(.042)*** -.068(.0099)*** -.080(.019)**
In-house innovation activities -.048(.0088)*** -D7013)*** -.11(.020)*** -.12(.028)*** -.048(.0088y** -.075(.013)***
Employee with higher education -.047(.012)** - @&R0)*** -.18(.027)*** -.24(.048)*** -.050(.012)** -.090(.020)***
Export -.078(.0091)*** -.0014(.012) - 16(.021)*** -.032(2B) -.081(.0091)*** -.0026(.012)
Product innovation -.065(.010)*** -.045(.015)*** 14(.023)* -.032(.034) -.060(.010)*** -.042(.015)*
Process innovation .046(.0086)*** .022(.013)* D) .091(.027)** .055(.0089)*** .026(.013)*
Suppliers as source of information for 9, g og7y= 012(.0056)* (054(.0082)%** 046(XR)™*  .022(.0037)"* 015(.0056)%**
C"er;:lsnz‘iasﬁoour:ce of information for -.016(.0038)*** -.0045(.0060) -.038(.0084)*** -.089.013) -.018(.0038)*** -.0043(.0060)
Comi‘;itg\c/’;fig: source of information for 1 5 gywr .023(.0062)*** .030(.0089)** 051Q14)** .012(.0040)** .022(.0063)**
University and research institutions as —_ 5570 554 yeie -.051(.0063)*** -.11(.0085)*** -.10013)* -.058(.0040)*** -.051(.0064)***

source of information for innovation
Conferences, journals and fairs as source 437 go41) -.0059(.0063) 0068(.0090) 00870014  -.0037(.0041) ~0068(.0064)

of information for innovation
Patent application - 13(.011)*** -.12(.020)*** - {023+ - 13(.041)** - 14(.011)*** -.12(.020)***
Other appropriation methods -.092(.0082)*** -.08a3)*** -.18(.018)*** -.17(.028)*** -.097(.0082)*** -.090(.013)***
Ecor;rc]’rr:)'\clar;isok: of factors hampering -.013(.0033)*** -.025(.0052)*** -.020(.0074)%** -.G8(.011)**  -.014(.0033)*** -.026(.0052)%**
Lack of information on technology asa_ 515 554 4ywsr .0055(.0078) -.029(.0099)%+* -.00p817) _.013(.0045)** .0058(.0078)

factor hampering innovation
Catching-up countries .041(.0093)*** -.0027(.015) 050(.021)** -.060(.033)* .055(.0091)*** .012(.014)
Intermediate countries -.16(.015)*** - 12(.020)*** -.35(.031)*** -.22(.043)** - 16(.015)*** - 11(.02%*
Leading countries -.070(.012)*** -.054(.017)** 28(.026) .039(.037) - -

Observations 7706 3278 8750 3658 8750 3658

Chi-square likelihood-ratio statisfic - - - - 2.7 0.21

Note: 1. Standard deviations are in parentheséss Significance level of 1%, ** = significance lel/of 5%, * = significance level of 10%.

2. The variables included in the selection equadind in the outcome equation are the same in tiailysis, except that the variable of “leading coiest is

excluded from the outcome equation, because égaired that at least one variable in the sele@@mation is excluded in the outcome equation.rékalt of
the selection equation is available upon requesh fihe authors.
3. Test of no correlation between the residuathénoutcome and selection equatioprsQ)).
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Table 5: Determinants of Non-R&D innovation expead share (Ordinary least square model, resulémufacturing and

services sub-sectors)

Dependent variable: Non-R&D innovation expenditsinare

. Manufacturing firms Service firms
Independent variables High-tech Medium-high tech Medium-low tech Low-tech Knowledge- Less knowledge-
manufacturing manufacturing manufacturing manufacturing intensive services intensive services
Innovation expenditure intensity -.049(.0085)*** 020(.0040)*** -.0011(.0032) .0043(.0021)** -.038080)*** -.0063(.0028)**
Small firm -.057(.037) -.011(.022) .058(.018)*** 28(.012)** .0088(.018) .0013(.016)
Large firm -.11(.047)** -.062(.019)*** -.074(.021%* -.049(.014)*** -.13(.028)*** -.060(.023)**
In-house innovation activities -.10(.041)** -.04%21)* -.035(.017)* -.043(.012)*** -.063(.019)*** -.024(.015)
Employee with higher education -.078(.065) .0222)03 -.048(.025)* -.029(.013)** -.095(.034)*** -.04421)*
Export -.12(.044)%** -.11(.023)** -.022(.019) - @H.011)* -.013(.018) -.037(.015)*
Product innovation -.14(.052)*** -.092(.026)** -BD(.019)*** -.038(.013)** -.075(.024)** -.020(.01)
Process innovation .15(.035)*** .021(.018) .0208p1 .029(.012)** .041(.017)** -.035(.016)*
S“p‘;"efs as source of information 55 377y .014(.0084)* .010(.0076) .012(.0050)*  017(.0079)** .0070(.0067)
or innovation
C"er;:lsnﬁiasﬁoour:ce ofinformation for 555 018) -.010(.0088) -.016(.0074)* -.0067(.0p5 -.013(.0084) .0087(.0074)
Competitors as source of -.0054(.018) .00088(.0090) .014(,0081)* .015(.0054)  .025(.0086)*** .0060(.0079)
information for innovation
University and research institutions
as source of information for -.044(.017)** -.040(.0084)*** -.041(.0077)*** -.04(.0058)*** -.032(.0085)*** -.032(.0086)***
innovation
Conferences, journals and fairs as
source of information for -.0011(.019) .0052(.0098) .0043(.0084) -.012(.0051) -.015(.0090)* -.00092(.0076)
innovation
Patent application -.057(.042) -.13(.021)*** -.08B12)*** -.11(.018)*** -.12(.026)*** -.082(.028)**
Other appropriation methods -.11(.038)*** -.10(.p9 -.064(.017)** -.076(.011)** -.069(.018)** -.062(.016)***
Feorlomic risks of factors -.022(.015) -.0074(.0074) -.0076(.0069) -012(.00%4  -.040(.0073)* 0022(.0063)
ampering innovation
Lack of information on technology
as a factor hampering .0023(.021) -.012(.010) -.024(.0087)*** -.0064(.®5 .023(.011)** -.025(.0093)***
innovation
Catching-up countries .11(.045)**=* -.020(.022) .033.9)* .050(.012)*** .0097(.022) -.037(.018)**
Intermediate countries -.046(.062) -.17(.029)*** 16(.030)*** -.17(.024)*** -.14(.028)*** -.072(.026%*
Leading countries .049(.044) -.095(.023)** - OTR2)*** -.015(.020) -.0010(.023) -.11(.021)
Observations 436 1854 1789 3269 1855 1423

Note: 1. Standard deviations are in parentheséss Significance level of 1%, ** = significance lel/of 5%, * = significance level of 10%.
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Table 6: Determinants of Non-R&D innovation expéud share (Ordinary least square model, resultsdontry groups)

Dependent variable: Non-R&D innovation expenditsinare

Manufacturing firms

Services firms

Independent variables

Lagging Catching up Intermediate Leading Lagging Catching up Intermediate Leading
countries countries countries countries countries countries countries countries

Innovation expenditure intensity -.0038(.0024)  ©QB0O27)™*  -.022(.0046)**  -.025(.0047)** | -.0350085)**  -.0079(.0040)*  -.033(.0054)**  -.027(.0047*
Small firm .017(.012) .045(.017)%* .069(.034)** 1(.027) .010(.018) -.027(.022) .038(.041) .032)03
Large firm -.057(.014)%* -.043(.018)* -025(.050)  -.054(.025)* | -.084(.026)*** -.044(.054) -.073(.10 -.067(.036)*
In-house innovation activities -.043(.012)* -.03817)* -.088(.035)* -051(.025) | -.043(.018)**  -.067(.022)** -.016(.046) -.082(.032)**
Employee with higher education -.020(.016) -.O5Hg)* .018(.057) -.073(.050) -.049(.032) -10(.028 .062(.080) -.0086(.071)
Export -.079(.011)** -.021(.019) -.064(.046) -.0ER9)** | -.037(.018)* -.0097(.022) -.022(.041) 077(.029)*+
Product innovation -.059(.013)*  -.049(.019)** 080(.046)* -.063(.028)* -.019(.022) -.012(.025) 11(.069) -.058(.035)*
Process innovation .0095(.012) .057(.015)* .0936)*** .088(.022)** -.011(.019) .026(.023) .03042) .037(.029)
SUppf':JerrisnﬁfNS;‘igﬁe ofinformation 55 o50)** .012(.0068)* .015(.015) .0049(.011)| .0041(.0079) .0087(.0099) .016(.018) .023(.013)*
C"e”itrsm"’:fv o’ of information for_ oy 3 oos0y+  -.012(.0071)* -.0069(.016) -.007011) -.011(.0086) 015(.011) -.017(.020) -.019()014
Competitors as source of .015(.0053)** .010(.0073) .0026(.018) -.0092(.012] .020(.0088)** .010(.011) .020(.021) .010(.015)

information for innovation
University and research institutions

as source of information for ~ -.061(.0054)**  -.020(.0070)**  -.084(.017)**  -0B(.011)** | -.056(.0091)*** -.0087(.011) -019(.023)  -.034(.016)*

innovation
Conferences, journals and fairs as

source of information for -.0033(.0052) -.011(.0073) -.0094(.017) .0074(.013) -.0039(.0089) -.031(.011)** .0043(.022) .0057@)1

innovation
Patent application -.14(.015)** -.066(.022)** 32(.039) -.099(.025)%* |  -.14(.030)** -.095(.037)** -.021(.062) -.15(.044)%*
Other appropriation methods -11(.011)** -.057@pt* -.10(.035)** -.038(.026) -051(.019)**  -.0B(.022)* -.13(.046)** -.10(.031 )%+
ECO”%’:&;;E?} as factors hampering_ 1 goaay+  -.012(.0060)** .0049(.013) -.0000q88L1) | -.017(.0073)*  -.037(.0088)** -.020(.019) 0080(.013)
Lack of information on technology

as a factor hampering -.019(.0057)** -.013(.0082) -.021(.023) .028(.018) | -.023(.010)* .021(.015) .042(.030) .031(.018)*

innovation
Me"'?im;g"’" tech manufacturing -.0046(.012) -.038(.017)* -.022(.041) -.086(.029)* - - - -
Medl?i:rr:?gh tech manufacturing -079(.013)*+ -21(.017)* -13(.038)** - 20(.08)** ) ) ) )
High-tech manufacturing firms -.22(.024)** -.218D)*** -.16(.066)** -.23(.041)*** - - - -
Knowledge intensive service firms - - - - -21(.pr9 -.17(.022)*** -.24(.044)**= -.11(.028)***

Observations 4282 1863 550 1011 1395 909 356 618

Note: 1. Standard deviations are in parenthesés= Significance level of 1%, ** = significance lel/of 5%, * = significance level of 10%.
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Figure 1: Unweighted Distribution of Innovative s by Country
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Figure 2: Unweighted Distribution of Innovative s by Firm Size
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Figure 3: Unweighted Distribution of Innovative s by Sector
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